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Abstract
The widespread use of image tables presents significant accessibil-
ity challenges for blind and low vision (BLV) people, limiting their
access to critical data. Despite advancements in artificial intelli-
gence (AI) for interpreting image tables, current solutions often fail
to consider the specific needs of BLV users, leading to a poor user
experience. To address these issues, we introduce TableNarrator,
an innovative system designed to enhance the accessibility of im-
age tables. Informed by accessibility standards and user feedback,
TableNarrator leverages AI to generate alternative text tailored to
the cognitive and reading preferences of BLV users. It streamlines
access through a simple interaction mode and offers personalized
options. Our evaluations, from both technical and user perspectives,
demonstrate that TableNarrator not only provides accurate and
comprehensive table information but also significantly enhances
the user experience for BLV people.
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1 Introduction
Tables are essential data formats for conveying structured infor-
mation. Widely used in real-world critical fields such as educa-
tion, scientific research, medical diagnosis, and commercial activity,
they play a pivotal role in enabling BLV users to make informed
decisions and access knowledge, making their accessibility vital
for promoting equitable participation [3, 23, 51, 73]. In the early
stage, tables are often stored in CSV (Comma-Separated Values)
format [30] or structured using HTML (HyperText Markup Lan-
guage) [10]. With the increasing demand for visually appealing
designs, cross-platform compatibility, image tables have become
a widely-used tabular format [73], where the table text and other
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visual information such as color, layout, and graphical elements are
naturally rendered into a single image.

Although image tables enjoy advantages in information expres-
sion and propagation, they have posed significant challenges in
table perception and understanding for BLV people [52]. Unlike
tables stored in CSV or structured using HTML that can be di-
rectly read by screen readers [4], image tables require manually
added alternative text or additional computer recognition and inter-
pretation. Although techniques like optical character recognition
(OCR) [15, 24] can capture the text information, the lack of rich
hierarchical and visual information hinders users from fully access-
ing information in the table [40, 49], thereby leading to difficulties
in understanding. Accurately identifying and understanding the
rich information within image tables is important for BLV people to
access information equitably [65] and integrate into the community.

Artificial intelligence technologies, such as table recognition [71,
73] and table understanding [62, 64], have opened new opportu-
nities in this area over the past years. However, these methods
still face critical challenges to meet the needs of BLV people. On
one hand, most algorithms focus on specific scenarios, such as
PDF documents, but struggle to accurately process diverse and
complex table formats in real-world contexts like e-commerce or
social media. Figure 1 shows an example of complex image table
accessing. Three existing common methods are applied on it to
obtain alternative text. As two results provided via recent screen
reader are messy or invalid information for BLV users, even the
most advanced visual understanding models (such as GPT-4V [1])
cannot correctly interpret image tables, especially lacking in the
functionality of elements within the tables. On the other hand, the
output of existing table understanding algorithms does not fully
consider the needs of BLV people. Through our formative study
with BLV users, we found that the alternative text they need are
concise and precise descriptions. Over-processed redundant in-
formation further complicates understanding, leading to a poor
user experience. To some extent, a question-answer interaction
mode may provide the proper information, but it requires users
to have prior knowledge of the table’s content. Additionally, the
information provided by visual language models often faces the
risk of hallucination [25].

To tackle the above challenges, we conducted a formative study
to gain a deeper understanding of the needs and preferred descrip-
tive formats of BLV users. We recruited 8 BLV users and collected
comprehensive information through semi-structured interviews.
Furthermore, we designed questions to explore the accessibility is-
sues of image tables and summarized themain barriers, encouraging
BLV users to share their suggestions for functional improvements.

To enhance the accessibility of image tables, we further designed
TableNarrator, a system for accessing image tables that is friendly
to BLV users. Based on the conclusions of the formative study and
combining information accessibility standards and guidelines, we
identified the design goals of TableNarrator. These goals include
simplifying the table structure in the alternative text while
keeping cell information distinct, providing necessary sup-
plementary information, offering a simple and direct inter-
action mode, and providing several personalized options. We

then established an integrated architecture to enhance the compre-
hension of image tables. This architecture is consists of table layout
analysis module and table structure recognition module to extract
image tables’ content, structural relationships and to classify table
headers. The architecture also utilize the capabilities of the large
language model to fuse the semantic information. Furthermore,
according to the requirements of BLV users, we designed personal-
ized options to accommodate users’ different access purposes and
incorporated a simple but effective gesture to enhance the user
experience. Our system is specifically designed to convey image
table content efficiently and autonomously, and make the provided
information easy to understand.

We performed a technical evaluation and user study on Table-
Narrator with prevalent baselines, and the results confirmed that
TableNarrator not only has high technical accuracy and content
coverage but also received higher ratings from the 9 BLV users who
participated in the evaluation in terms of its content and interaction
mode. Meanwhile, we make a deep observation of TableNarrator
and discuss several insights into it.

Our contributions are mainly in the following aspects:
• We design and perform an investigation on the requirements
for comprehending image tables of BLV users, which can
guide the design of image table accessibility technology in
the future.

• We propose TableNarrator, a novel system designed to an-
alyze structural and semantic information of image tables,
with several personalized options and a simple interaction
mode for helping BLV users. This provides a prototype sys-
tem for the accessibility research field.

• We conduct both technical evaluation and user study on
TableNarrator. The evaluation methods, datasets, and user
experience results will be released publicly to support further
research in this field.

2 Related Work
2.1 Image Accessibility
Images have emerged as a fundamental data type in social media.
While they offer distinct advantages in expressing and disseminat-
ing information, they simultaneously present substantial accessibil-
ity challenges for BLV people [53]. More specifically, while screen
readers enable BLV individuals to access textual content, these
tools fall short when it comes to images lacking alternative texts.
According to the Web Accessibility Initiative (WAI) by the World
Wide Web Consortium (W3C), images should be accompanied by
text alternatives that encapsulate the information or function they
represent1. In response to this requirement, a range of techniques
have been proposed to enhance image accessibility by providing
accurate descriptions. Early solutions have utilized crowdsourcing
to manually generate the alternative texts [2, 59, 75], while they
suffer from high resource consumption and subjectivity.

Recent advances have utilized machine learning techniques for
automatic generation, with image caption techniques [22] being
a prominent example. Widely used in the literature, these tech-
niques take images as input and automatically generate descriptive

1https://www.w3.org/WAI/tutorials/images/

https://www.w3.org/WAI/tutorials/images/


TableNarrator: Making Image Tables Accessible to Blind and Low Vision People CHI ’25, April 26–May 01, 2025, Yokohama, Japan

Image Table Access Case
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Screen Reader 
(without Alternative Text)

in centimeters 40 42 44 46 48 M 
L XL XXL bust(cm)-A 76-82 82-88 
88-94 94-100 100-106 waist(cm)-
B 68-74 74-79 79-84 84-89 89-94 
hips(cm)-C 84-89 98-96 96-101 
101-106 106-111 height(cm)-D 
152-160 160-164 164-170 170-
176 176-180 in inches 40 42 44 
46 48 s M L XL XXL M XL XXL 
bust(inch) 30-32 32-35 35-37 37-
39 39-42 waist(inch) 27-29 29-31 
31-33 33-35 35-37 hips(inch) 33-
35 39-38 38-40 40-42 42-44 
height(inch) 60-63 63-65 65-67 
67-69 69-71

Screen Reader 
(Alternative Text from OCR)

Question: Generate a description of 
the table in the image that is suitable 
for access by BLV People.

GPT-4V: The table in the image 
displays clothing sizes in centimeters 
and inches for both men and women. 
The sizes range from Small (S) to Extra 
Extra Large (XXL). For men, the table 
lists the waist, chest, and height 
measurements in centimeters for each 
size category. For example, size Small 
has a waist measurement of 68-72 cm, 
chest measurement of 84-88 cm, and 
height measurement of 152-160 cm. 
For women, the table lists the waist 
and hips measurements in inches for 
each size category. For example, size 
Small has a waist measurement of 27 
28 inches and hips measurement of 
35-36 inches.

GPT-4V
(Alternative Text Generated by GPT-4V)

Figure 1: Three common image table access methods. Without alternative text, the screen reader will read the filename of the
image which is invalid information for the BLV users. With the help of OCR technologies, the screen reader can extract the
content in all cells and read it from left to right and top to bottom sequentially. With a text prompt, the multimodal large
language model such as GPT-4V can generate a paragraph of superficial descriptions according to the image table.

summaries. Early works have utilized the image caption for alterna-
tive text generation in various scenarios, including single natural
image [13, 58], meme images [46], mobile texting [14], photo shar-
ing [72] and Regionspeak [74]. Later works have integrated the
image caption techniques into practical image accessibility systems,
such as Automatic Alt Text (AAT) [29], BeMy Eyes, Seeing AI, Look-
out and VoiceOver [63]. In recent years, the success of multi-modal
large language models (MMLLM), such as Blip [32, 33], LLaVa [37]
and GPT-4V [44], has provided exciting opportunities for accurate
image caption, which has shown great potential in real-world sce-
narios. Although successful, the quality of the generated captions
can vary, and they may not always capture the most important
aspects of an image from a human perspective. Based on feedback
from BLV users of our user study: “Be My Eyes... even with very
clear photographs... fails to recognize the text on them.” With regard
to image content, existing accessibility techniques can be primar-
ily classified into two categories: text-rich image accessibility and
text-scant image accessibility. We primarily discuss the text-rich
image accessibility.

2.2 Text-rich Image Accessibility
Text-rich images, which contain abundant textual content, are
prevalent in various contexts, including scanned documents [17],
advertisement images [54], and product manuals. Given that these
images already contain readable textual information, the primary
purpose of alternative text is to extract and organize this text in a
comprehensible manner. To achieve this, Optical Character Recog-
nition (OCR) [42], a technique that converts text within images
into machine-readable formats, is commonly employed. With the
advancement of technology, OCR has been successfully applied to
various text-rich image accessibility scenarios [31, 66].

However, its success has limitations concerning the target ob-
jects. According to W3C WAI’s classification of images, OCR is
applicable only to common Images of Text, as it can recognize all

text present in the image. In contrast, it struggles to perform effec-
tively when dealing with Complex Images, such as tables, charts,
and maps, which actually contain potential non-text information.
To address this challenge, multi-modal techniques are employed to
provide concise and precise text descriptions, thereby preserving
the essential information within text-rich images. In this context,
technologies such as document summarization [41] hold promising
application potential, although they have not yet been sufficiently
explored in research. Overall, despite the progress in text-rich image
accessibility, existing works have primarily focused on nonstruc-
tural texts, largely overlooking the structural patterns among texts,
especially in the case of image tables.

Although image accessibility has been widely studied in the lit-
erature, it still faces significant challenges in both structural text
patterns and accurate description. This motivates the research of
this paper and we will elaborate on the detailed image table acces-
sibility in the following sections.

2.3 Image Table Accessibility
Tables serve as a fundamental tool for organizing data with log-
ical relationships in grid structures. In their initial stages, tables
were commonly presented in structured formats such as CSV or
HTML. These formats allowed structural relationships to be explic-
itly marked and read by assistive technologies, including text-to-
speech [50] and screen readers [4]. According to W3C WAI, acces-
sible tables require HTML markup that identifies header cells and
data cells and defines their relationship2. While this is straightfor-
ward for tables in structured formats, it poses a significant challenge
for image tables. Although techniques such as OCR can readily ex-
tract text from image tables [43], the absence of critical structural
information impedes comprehensive understanding [34]. For exam-
ple, while the iPhone’s VoiceOver has text recognition capabilities
and can read out text descriptions found in images, it does so in a

2https://www.w3.org/WAI/tutorials/tables/
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top-to-bottom, left-to-right sequence, reading text that is physically
proximate to each other at a time.

In addressing this challenge, early research initiatives began
with the extraction and understanding of tables in PDF files [12], a
methodology that can also be applied to image tables. The subse-
quent launch of the ICDAR 2013 robust reading competition [28]
significantly propelled advancements in this field, introducing pop-
ular tasks such as table detection [16], table structure recogni-
tion [36, 48, 67, 73], and table understanding [34]. Table detection
is a process that identifies the location of tables on a page, includ-
ing the coordinates and boundaries of the table within an image.
Following table detection, table structure recognition aims to iden-
tify the table’s structure, including its rows, columns, cells, and
the relationships between cells, or reconstruct the table into semi-
structured formats such as HTML or LaTeX code. Table understand-
ing, a domain that often intersects with multimodal technologies,
extends beyond table recognition. It concentrates on the extraction
and analysis of table semantics to achieve a comprehensive under-
standing of table content. Common subtasks in the field of table
understanding encompass Table-to-Text Generation [39, 45, 55],
Table QA [8, 38, 70], Cell Type Classification [34], and Table-based
Fact Verification [9]. Current research on table understanding pri-
marily focuses on structured and semi-structured tables, such as
database tables and spreadsheets, with less discussion centered on
image tables.

Another approach to improving the accessibility of image ta-
bles is tactile embossing, where physical representations of tables
are created using raised surfaces [7]. This method has been widely
adopted in various fields, such as education, for presenting graphics
and charts [6, 19]. Various materials and devices, such as embossed
paper [11] and refreshable tactile displays (RTDs) [21], are currently
available to support touch-based solutions. While tactile embossing
offers BLV users a tangible means to interact with table data, it
has notable limitations. It often requires specialized hardware and
materials, resulting in high costs and significant time investment
for creation [27]. Additionally, tactile representations are inher-
ently static, making them unsuitable for dynamic or interactive use
cases [18]. The physical size of tactile materials further restricts
their usability, particularly for tables with large amounts of infor-
mation [26]. These limitations underscore the need for scalable
and interactive digital solutions, such as text-based approaches, to
address the accessibility challenges posed by image tables.

In summary, while some existing research focuses on table acces-
sibility, most of these efforts center on data tables (e.g., PDF tables,
Web tables, spreadsheets), particularly in web environments with
HTML tables. These studies offer various options for BLV users
to access data tables. However, they largely overlook image tables,
which are equally prevalent. Unlike data tables, image table parsing
tools work with image pixels rather than semantic information and
lack the ability to directly address individual cells. This limitation
makes it challenging to apply traditional table accessibility meth-
ods to image tables. Thus, integrating semantic understanding and
interactivity into image table accessibility tools, while aligning the
capabilities of potentially applicable technologies with user needs,
remains an urgent challenge. This motivates our question design
in the subsequent formative study.

3 Formative Study
To capture the practical experiences and diverse preferences of
BLV users when accessing image tables, we conduct a formative
study to explore the requirements of BLV people in interacting
with image tables. We recruited eight BLV users to participate in
semi-structured interviews and carried out customized observation
protocols that were adapted to the circumstances of each participant.
Our carefully designed interview aims to answer the following
questions that are pivotal to the design of image table accessibility
systems:
Q1: Are BLV users satisfied with the current image table accessi-

bility?
Q2: What are the most critical accessibility problems of image

tables?
Q3: How do BLV users prefer and expect to interact with image

tables?

3.1 Method
Participants. In our study, we recruited eight BLV users to partici-
pate. To ensure accessibility, we conducted semi-structured inter-
views in two formats: online meetings and face-to-face interviews.
Online meetings provided flexibility for participants, while face-
to-face interviews facilitated communication and engagement. All
participants followed the same predefined script. Each participant
received a compensation of $20 for their time.We asked participants
to self-assess their familiarity with tables based on their frequency
of access and proficiency in use. Participants with different levels of
familiarity were purposefully recruited to ensure diverse perspec-
tives. This included seven participants (P1-P7) who were familiar
with tables and one participant (P9) who was not, allowing us to
consider individuals who might struggle with understanding struc-
tured data due to various factors such as educational background,
age, and others. The participants’ ages ranged from 27 to 50 years,
representing a diverse array of professions. They have many dif-
ferent professions, including computer-related professionals (P2,
P6), non-computer professionals (P1, P3, P5, P7, P9), a consultant
well-versed in the latest advancements in accessibility technology,
and the president of an association with extensive exposure to the
BLV community (P4). All participants demonstrated proficiency in
using the screen reader and were frequent internet users.

Procedure. For each participant, we initiated the process with
a semi-structured interview. We introduced participants to the
differences between image tables and data tables, exploring their
familiarity with these structures. They were asked to describe their
typical methods for accessing both tables and common images.
Additionally, we inquired whether they could easily distinguish
between text-containing images and image tables, and asked them
to explain the reasons for their answers. Participants were also
encouraged to share their experience in accessing tables and freely
articulate their expectations. Subsequently, we introduced a series
of pre-constructed table description demos and invited participants
to suggest potential modifications. We provided the first participant
with a rudimentary demo featuring only basic sequential reading
of the cell text to establish a baseline to collect iterative feedback.
Hierarchical reading demos were introduced in later iterations
to avoid unnecessary complexity in the early stages. Subsequent
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Table 1: Participants Recruited for the Study. This table catalogs the 8 participants (P1-P7, P9) who engaged in the formative
study and the 9 participants (P1, P3, P4, P5, P7-P11) who partook in the user study. Note that there was an overlap where
6 participants (P1, P3, P4, P5, P7, P9) were involved in both studies. All information was provided according to participant
consent. Participants’ familiarity with tables is based on their self-assessment.

PID Sex Age Occupation Onset Device Familiarity with Tables

P1 Male 27 Music Professional Undisclosed PC, Mobile High
P2 Male Undisclosed Software Engineer Undisclosed PC, Mobile High
P3 Male 37 Self-employed Acquired PC, Mobile High
P4 Male 50 Association Chairperson, Consultant Acquired PC, Mobile High
P5 Female 30 Piano Tuner Acquired PC, Mobile High
P6 Male Undisclosed Software Engineer Undisclosed PC, Mobile High
P7 Female 35 Full-time Audio Broadcaster Acquired PC, Mobile High
P8 Male 25 Self-employed Acquired PC, Mobile High
P9 Male 48 Massage Therapist Congenital Mobile Low
P10 Male 40 Cashier Acquired Mobile Low
P11 Female 46 Cashier, Massage Therapist Acquired Mobile Low

participants received multiple demo versions that incorporated
modifications based on feedback from previous participants. For
each version, participants were asked to provide feedback, either
approving the changes with a rationale or expressing disagreement.
In cases of disagreement, we first explained the rationale behind the
modifications suggested by previous participants, and then asked
the current participant to clarify their objections, whether theywere
in complete disagreement or conditional on specific circumstances.
If a participant’s suggestions conflicted with previous feedback,
they were classified as personalized options. Only suggestions that
were widely supported by multiple participants were considered
general improvements. This approach aimed to gradually refine the
demo through iterative feedback, minimizing biases from individual
preferences, and allowing the integration of diverse perspectives
into the tool development.

Analysis.We first transcribed the interview content and then
conducted a thematic analysis [5] using the Delve Tool [56]. Two
researchers independently reviewed the transcripts to generate an
initial set of codes based on recurring keywords, and participant
expressions. Then, our researchers carried out an iterative cod-
ing process and grouped the codes into themes for our research
questions.

3.2 Findings
In this subsection, we address the three questions posed prior to
the commencement of the formative study:

3.2.1 The accessibility of image tables is poor (Q1). In evalu-
ating accessibility, we adhered to the four core principles widely
recognized in the WCAG[60]: Perceivable, Operable, Understand-
able, and Robust. The first principle, Perceivable, mandates that
information must be presented in ways that users can perceive.
However, most BLV users often cannot even discern the presence
of an image table. P7 stated: “To be honest, I have not encountered
image tables, or perhaps I have but simply overlooked them.” P2 re-
marked: “There’s certain frustration when accessing tables. There are

a few reasons why I didn’t realize it was a table.” The second princi-
ple, Operable, requires that users should be able to interact with
interface elements. Unfortunately, this principle is often unfulfilled
with image tables, as they are presented as a single image. Screen
readers typically can only select this image as a whole and read out
the corresponding alternative text. For instance, our participants
using VoiceOver found that when the focus was set on a particular
image table, the narration provided was the file name, followed
by ‘image, a set of black text on a white background...’ and then
proceeded to vocalize all the text within the image as recognized by
OCR. This approach leaves BLV users unable to manipulate or navi-
gate individual cell data within the image table. The third principle,
Understandable, emphasizes that the information and operation of
the interface must be comprehensible to the user. However, some
alternative texts are overly simplistic, making it difficult for BLV
users to extract the information they need from the table. P2 added:
“... or even if you know it’s a table, it’s impossible to understand the
content it displays.” The final principle, Robust, demands that con-
tent must be robust enough to be reliably interpreted by a variety of
assistive technologies. Regrettably, there are currently no effective
tools available to significantly improve the accessibility of image
tables.

3.2.2 The perceptibility and understanding are themost crit-
ical accessibility problems (Q2). In addition to the fragmented
accessibility issues associatedwith image tables discussed above, we
further investigate what are the most critical accessibility problems
of image tables. Firstly, the BLV users are not aware of the tables
existing in the image. Different from tables formatted in CSV or
HTML that can be detected by existing screen readers with explicit
markup or tags, the existence of image tables in an image cannot
be detected. As a result, users cannot distinguish between an image
table and an image with text. P5 noted: “Essentially when I come
across something that seems to be gibberish or incoherent, I consider
there’s a fair chance it could be a table.” Secondly, the BLV users get
confused with the alternative text of image tables due to the lack of
spatial table structure, especially in the case of multi-row/column
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and multiple key-value mapping. For BLV users, particularly those
with less education, they may lack the concept of structure, and
even among those familiar with tables, confronting complex ones
(with multiple merged cells, nested tables, etc.) or large tables can
be confusing. More seriously, BLV users can only be aware of the
existence of image tables when they fail to understand the text
of unorganized table elements. P5 added: “Indeed, whether it’s text
recognition for image tables, or data tables, both present obstacles
for us.... The order is problematic.” Therefore, all our participants
agreed on the idea of de-emphasizing the table structure and using
semantically-enhanced text to convey the structural information.

3.2.3 Preferences and expectations of image tables (Q3). We
conducted a survey to understand participant preferences for ac-
cessing the information necessary to comprehend image tables. We
classified their preferences into three primary categories: header-
value relationships (P1, P2, P3, P4, P5, P6, P7, P9), table metadata
(P1, P3, P4, P5, P7, P9), and personalized additional content (P1, P2,
P4, P5, P6, P7). Aside from these categories, participants also voiced
other expectations, with the most significant consensus centering
on the reduction of information redundancy (P1, P2, P3, P4, P5, P6).
Given that no existing tool supports comprehensive access to image
tables, participant responses were shaped by their experiences with
accessing HTML tables. Meanwhile, we encouraged them to share
their opinions freely, without being constrained by the limitations
of current tools.

Header-Value Relationships. All our participants expressed
a desire for a method of accessing image tables that reduces the
emphasis on the table structure. P1 stated:’We wish for the cells to be
organized... it requires the mind to build a model.’ P4 added: ’...hope
not to have us think about the spatial structure, as it’s somewhat
energy-consuming.’ P6 advocated for minimizing the categorization
of tables to avoid ’missing themost important focus.’ The relationship
between headers and values fundamentally represents the table
structure. When we proposed a method of combining headers and
values to lessen the structural emphasis, all participants strongly
endorsed it. P4 described this method ’quite good,’ P5 thought it
made the reading ’clear’ and ’did not confuse the data,’ while P7
added: ’Sometimes, I indeed need to listen to the header again, as I
forget what the header was.’ This method significantly reduces the
pressure to understand the table structure, as users do not need to
discern whether the header is a row or column, or if it serves both
roles, nor do they need to remember which header corresponds to
which data.

To determine whether image tables should be directly converted
to HTML format, we provided participants with the audio from
a traditional screen reader for reading HTML tables, as well as
the audio from pre-built TableNarrator. All participants showed a
preference for the latter. P9 described it as ’effortless’. When we sug-
gested using a complete textual summary of the table information
as a second method to weaken the focus on the table structure, our
participants voiced their objections, labelling it as “overly redun-
dant.” Additionally, this level of information processing impacted
their “Autonomy” in accessing information.

Image Table Metadata. We categorized the metadata of tables
into three components: the number of rows and columns (which
includes indicators of the table’s presence), a concise summary of

the table’s content, and an ordered indication of the table’s headers.
This categorization was guided by the W3C’s tutorials on complex
images and is classified under brief image descriptions. Our objec-
tive has been to minimize the length of these descriptions, thereby
providing BLV users with a rudimentary comprehension of the
scale and theme of the data they will encounter before formally ac-
cessing the information within the table. Regarding the information
on the number of rows and columns, P3 stated: “I feel this infor-
mation is necessary.” P5 and P7 respectively described the concise
table summary as “essential” with P7 adding, “If you explain what
this table is about and how many rows and columns it has, I’ll have
a general concept of it.” Moreover, when the number of headers is
limited and users can remember them, the proposed ’value-header’
reading method can be utilized, this can significantly enhance the
efficiency of table access. P3 noted, “If I hear up to this one (after the
announcement of value is done), and I think that’s enough for me; I
don’t need to listen further, and I can skip directly to the next cell.”

Reducing Information Redundancy. During the demonstra-
tion of the pre-built tool, the initial narration style provided was
“header-value,” such as Time-January, Sales-10, Time-February, Sales-
12, Time-March, Sales-9. Among the eight participants, six proac-
tively mentioned that this style of reading had too much informa-
tion redundancy. P3 noted, “My first impression was the redundancy
of information.” P2 speculated about situations with many cells: “If
there are 100 cells with the same header, that would be exhausting.
One would have to listen to the whole thing, when it should really be
about efficiency.” Our participants called for a change in the nar-
ration style, and without prior knowledge, they offered the same
suggestion. P3 suggested, “The information should be presented in
an inverted pyramid form... with the most important information at
the forefront.” P2 added, “...reversing the order... I don’t deny that
reading the headers before the values is the most common practice,
but for the sake of efficiency, I’d prefer to hear the value first.” Six
participants agreed with this suggestion. Additionally, P1 and P7
offered the same idea that the row and column numbers could be
added at the end as a suffix. P1 believed, “Those who want to listen
will do so, and those who don’t will ignore it,” while P7 added, “When
we are uncertain (about the content), we can listen for a bit longer,
and when it’s clear, we can skip right past.”

Personalized Content.When we invited participants to offer
additional suggestions, they unanimously emphasized the need for
more personalized options. P2 said: “Because everyone has different
levels of education and personalized preferences...” P6 also cautioned
our researchers to “be mindful of capability biases”. Our partici-
pants proposed specific personalized content they required. These
recommendations primarily involve secondary interactions, such
as returning associated data after entering values in the table and
filtering specific headers. We have categorized the purposes for
table access proposed by users into four types: targeted search,
data comparison, data analysis, and full table detail access. Tar-
geted searches involve users focusing only on a subset of the table
data, such as specific rows, columns, or cells. During data compari-
son tasks, users are more interested in identifying similarities and
differences between data points. At this juncture, cell-granularity
announcements may become less appropriate, and when cross head-
ers are present (i.e., both rows and columns have headers), users
may prefer different header comparison orientations depending
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on the context. Data analysis refers to describing data trends and
performing simple calculations, whereas full table detail access
typically occurs in scenarios where all table content is important.
In light of these classifications, our researchers propose the use of
an AI voice assistant as a solution. P3 rated it as “excellent” while
P9 believed “this kind of thing is definitely needed.” P5 noted, “Other
forms of interaction would work as well, such as typing.”

3.3 System Design Goals
In our formative study, participants provided numerous construc-
tive suggestions for designing our image table access system, based
on which we designed the following four system design goals:
G1: Retaining the structural relationships among cells. BLV
users struggle to discern table structures due to the lack of spatial
information and cells relationships. As mentioned in Section 3.2.2
and the first point of Section 3.2.3, participants emphasized the dif-
ficulty of accessing table without clear structural cues. This system
design goal aims to address these concerns by retaining structural
relationships while simplifying their presentation.
G2: Providing the metadata of image table. In alignment with
W3C recommendations and the requirements of our study partici-
pants (the second point of Section 3.2.3), the system is expected to
offer appropriate table metadata before presenting the content, such
as the number of rows and columns, concise table summary and
table headers. This is critical for their general understanding of the
table before further interactions, thus giving users the information
of the table’s scale, subject and access purpose. This system design
goal aims to provide users with a clear overview before detailed
interactions.
G3: Providing a simple and direct interaction mode. Besides
the key table information above, our system will also consider the
user experience by providing a simple and direct interaction mode
that reduces the learning curve, allowing users to feel like interact-
ing with a real table, rather than listening to lengthy image alterna-
tive text (the Operable principle in Section 3.2.1). Furthermore, to
ensure system compatibility across APPs, our system will generate
text instead of relying on other semi-structured table formats such
as HTML code (the Robust principle in Section 3.2.1).
G4: Providing personalized options. As strongly endorsed by
all users, different BLV users may have personalized preferences
regarding how they access tables, such as listening to the alternative
text through a screen reader, exploring the table cells interactively,
and reading at different levels of granularity (the third and fourth
points of Section 3.2.3). Thus, the system should provide multiple
personalized options rather than a fixed one.

4 TableNarrator: Making Image Table
Accessible

Drawing on insights from the formative study and aligning with
our system design goals, we have innovatively designed Table-
Narrator, an intelligent system that makes image tables accessible.
This system can be easily integrated into screen readers. Specif-
ically, TableNarrator can be integrated as a modular component
into existing screen readers (such as NVDA, VoiceOver) via soft-
ware development APIs, enabling the real-time interpretation of
image tables. Unlike traditional solutions that rely on predefined

information about the development environment, TableNarrator
directly utilizes state-of-the-art vision algorithms to analyze image
pixels and reconstruct them into tables. This independence allows
it to extract tables without requiring additional information from
the development environment. Combined with its ability to inte-
grate advanced semantic reasoning, TableNarrator can serve as
an adaptive solution. To ensure compatibility, enhance interaction
options, and improve system performance when handling complex
tables[65], TableNarrator retains extracted information in plain text
format rather than semi-structured formats like HTML.

TableNarrator comprises two information extraction modules
for extracting table regions, understanding table structure, and an
interaction module for conveying table information appropriately.
1) Table Layout Analysis Module: This module uses table detection
to identify the table’s position within the image and utilizes layout
analysis to decompose the table into table title, table footer, and
table body, laying the groundwork for subsequent levels of under-
standing. 2) Table Structure Recognition Module: This module first
employs structuralization algorithms such as cell detection and RC
(row-column) location to extract the table metadata, including rows
and columns information, and coordinates of each cell. Based on
the above information, the module further analyzes the advanced
semantic contents and mines diverse relations between cells. By
leveraging a Large Language Model (LLM), we also generate a con-
cise summary with cell text in the table. 3) Personalized Options and
Interaction Module: This module provides BLV users with a simple
and seamless interaction mode along with personalized options. By
utilizing single and double-finger gestures, it offers an experience
akin to interacting with an actual table, rather than just viewing
a standard image or navigating through lengthy alternative text.
Additionally, it allows BLV users to customize the granularity and
order of the alternative text according to their preferences.

4.1 Pipeline of TableNarrator
To meet the requirements, we design a table access pipeline for
BLV users based on the extracted table information. The general
workflow of TableNarrator is outlined below, and Figure 2 illustrates
its framework.

When BLV users navigate between page elements using single-
finger (or another default switching mode), if the system detects
that the currently focused element is an image, the Table Layout
Analysis module is invoked to determine whether the image con-
tains a table. If a table is detected, the Table Layout Analysis module
will locate and segment the table region, after which the Table Struc-
ture Recognition module will learn the structure and high-level
semantic information of the table to generate alternative text to
be used. First, the screen reader will read a short description [61]
composed of table metadata, including a table cue, the number of
rows and columns, table headers, and a concise summary. If the BLV
user is not interested in the table, they can continue to swipe with
single-finger, and the focus will move to the next element. If the BLV
user is interested in the table, they can swipe with double-finger (or
another custom switching mode), and the screen reader will read
the current virtual focus’s table header-table value pair and row
number, column number at a cell-level granularity after each swipe.
This virtual focus is implemented in the background by the screen
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Wrong Recognition
Typical values: Energy,
100g contains: 1587KJ, %GDA*-19.1%:,
Typical values: Protein,
100g contains: 7.4g, %GDA*-19.1%: 12%,
Typical values: Fat,
100g contains: 18.5g, %GDA*-19.1%: 31%,
Typical values: Sodium,
100g contains: 324mg, %GDA*-19.1%: 16%,

Correct Recognition
Typical values: Energy,
100g contains: 1587KJ, %GDA*: 19.1%,
Typical values: Protein,
100g contains: 7.4g, %GDA*: 12%,
Typical values: Fat,
100g contains: 18.5g, %GDA*: 31%,
Typical values: Sodium,
100g contains: 324mg, %GDA*: 16%,

Figure 2: The components and pipeline of TableNarrator system. It consists of the architecture of table layout analysis and
table structure recognition to extract table information with steps 1, 2, 3, 4, 5, 6-1, 6-2, the personalized options and interaction
mode considering user requirements can be utilized through step 7, 8. Step 1: The image is input into the Table Layout Analysis
module. Step 2: The Table Layout Analysis module detects the presence of the table and locates the table region. Step 3: The
table region is input into the Table Structure Recognition module for processing. Step 4: The Table Structure Recognition
module extracts the table information. Step 5: The extracted text information is input into GPT-4, which generates a concise
table summary. Step 6-1 and Step 6-2: The outputs from the Table Structure Recognition module and GPT-4 are combined into
a readable table format. Step 7: The table information is sent to the Personalized Options and Interaction module. Step 8: Users
set personalized options or directly applies the default interaction mode to access the table.

reader and TableNarrator. BLV Users can also customize the focus
granularity, such as switching the read text row-by-row with each
double-finger swipe. Additionally, BLV users do not always need
to browse the entire table. Once they have obtained the required
information, they can switch from double-finger to single-finger
to exit TableNarrator’s alternative text and return to the external
environment.

4.2 Table Layout Analysis Module
The Table Layout Analysis module is designed to detect table re-
gions in an image and segment the table components into table
title, table footer, and table body. This module plays a crucial role in
automating the process of extracting structured data from images
that contain tabular information. This step is accomplished based
on the object detection algorithm, which outputs the coordinates
and categories of objects in the image. According to our setup, if
a table does not exist in the image, the algorithm will return a re-
minder. Specifically, we first apply CascadeTabNet (leading table
detection model fine-tuned on our complex table images) [47] to
detect tables in images. This approach locates the table region for
further semantic and structural understanding, as opposed to plain
text comprehension. However, many tables include title and footer
text for complementary expressions, which are separate from the
main body of the table. These elements play an indispensable role in
table understanding but cannot be incorporated into table structural
analysis. Therefore, we add a ResNet-based [20] module to segment

the table title, table body, and table footer regions, and extract the
information via an OCR module [67]. To refine the detected table
regions and optimize the layout analysis results, TableNarrator also
incorporated further design improvements. This may involve post-
processing techniques such as boundary refinement, noise removal,
and context-based analysis to enhance the accuracy of the three
layout region classification results.

4.3 Table Structure Recognition Module
Unlike other sequential text, the text in tables has a structural
organization that BLV users need to combine with the content to
understand the information. However, OCR-based screen readers
only read the text without providing any structural information,
which leads to confusion for BLV users. For instance, in Figure 2,
the table has 3 rows and 4 columns with split cells in the third
row and second column. BLV users cannot obtain this specific
structural information by merely reading cell content sequentially,
which poses obstacles to understanding the table. To uncover their
row-column relationships, we extract the position information of
cells with the Table Structure Recognition module. This aims to
understand the basic table structure that is used to compose the
table metadata. Specifically, we first apply LORE (leading table
recognition model fine-tuned on our complex table images) [67] to
obtain the table structure. LORE uses a transformer-based network
to recover the logistical position of each cell. Given an image region
of a table, LORE will further detect the region of each cell and use
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the positions of all cells to predict the local coordinates and the
total number of rows and columns. Moreover, it can detect merging
or splitting cells and analyze their row or column spans.

Table metadata can provide a coarse macroscopic structural un-
derstanding for BLV users. However, it is crucial for them to un-
derstand the detailed logical information among all the cells. For
instance, if a BLV user wants to buy shoes and needs to browse
through an image table of shoe sizes, they tend to focus on the
content of a particular cell or compare it with others from different
dimensions of the table. Therefore, another feature of the Table
Structure Recognition module is the exploration of further semantic
relation mining between different cells. It is a specialized compo-
nent designed to analyze the logical relationships between cells
and reconstruct the key-value relationships within the table. When
considering the style of table cells, table header cells and table value
cells often come in pairs, providing key-value relation information.
Meanwhile, some merging or splitting cells containing table values
may have other relations such as parataxis and contradiction. To
mine these diverse relations, we design a transformer-based cell
relation classification sub-module with multimodal inputs, includ-
ing the position and content of cells. As a result, the model can
identify the connections between the table headers and their as-
sociated values. This deeper understanding of the data promotes
more insightful analysis and interpretation. As a complement to
the table metadata, we input the combined table header-value pairs
into a large language model to generate a concise table summary,
which is crucial for helping users grasp the overall content of the
table. Additionally, the Table Structure Recognition module also
includes functionality for refining the extracted cell positions and
improving the accuracy of the row-column relationships. This may
involve post-processing techniques such as refinement of the cell
boundary, error correction, and context-based analysis to improve
the overall quality of the extracted table structure.

4.4 Personalized Options and Interaction
Module

Figure 3, Figure 4 and Figure 5 illustrate the detailed interaction
instructions for TableNarrator. The first two modules are automat-
ically activated without any configuration, showcasing the infor-
mation extraction capability of TableNarrator. The third module
ensures an optimal user experience, achieved through seamless
integration between the screen reader and TableNarrator. In terms
of interaction, TableNarrator features simple gesture controls, al-
lowing BLV users to enter or exit the TableNarrator environment
with default single-finger or double-finger swipes, or via custom ac-
tions. From a development perspective, the screen reader interprets
different gestures by leveraging gesture recognition algorithms
integrated within the operating system and maps them to Table-
Narrator’s predefined commands. Compared to traditional image
description tools, TableNarrator reimagines image table accessi-
bility through an interactive model. Traditional image description
methods often leave BLV users overwhelmed with lengthy and
unstructured text. TableNarrator’s interaction mode not only pro-
vides BLV users with structured and hierarchical information but
also offers a access experience that is immersive while preserving
reading autonomy with minimal additional learning effort. Based

on feedback from the formative study, we also provide personalized
options. BLV users can adjust the granularity of alternative text in
the settings according to their access purpose, habits, table header
orientation, and table content, whether it is by cell, row, or column.
The output text will be organized according to user settings and
combined with TableNarrator’s analysis of the table structure. For
example, when a BLV user seeks a comprehensive understanding
of a particular piece of information, row-level granularity may be
more suitable. Additionally, BLV users can customize whether table
values are read before or after table headers, effectively addressing
the issue of information redundancy highlighted in the formative
study.

Figure 3: Single-finger Enter. Upon detecting a table within
the selected image, TableNarrator starts working. specifically,
it extracts the table information and provides a brief descrip-
tion (table metadata).

Figure 4: Double-finger. After table metadata, the user
switches using double-finger and TableNarrator accesses ta-
ble content cell-by-cell. The dashed box represents virtual
focus.

Figure 5: Single-finger Exit. When the user intends to end
the access, switching to single-finger, and the screen reader
will focus on the content following the current image.
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4.5 Potential Limitations
There are some potential limitations among the two information
extraction modules of TableNarrator.

Table Layout Analysis Module. One of the limitations of table
layout analysis is the variability in table designs and structures.
Tables can have different sizes, layouts, and formats, making it
challenging to accurately detect and classify the three layouts. De-
signers may utilize a combination of image processing algorithms
andmachine learningmodels trained on diverse datasets to improve
their accuracy and robustness in handling various table layouts.

Table Structure Recognition Module. One of the challenges
in table structure recognition is the variability in table layouts and
formats. Tables can have different numbers of rows and columns,
varying cell sizes, and complex merging and splitting of cells, mak-
ing it challenging to accurately extract the cell position information.
Designers may use advanced algorithms for cell boundary detec-
tion, cell grouping, and row-column location inference to overcome
these challenges. Another of the challenges is the variability and
complexity of the table data. Tables can contain a wide range of
information, including textual data, numerical data, dates, and other
types of structured data, making it challenging to accurately ex-
tract and analyze key-value relationships. Designers may utilize
advanced Natural Language Processing (NLP) models trained on di-
verse datasets to improve their accuracy and robustness in handling
various types of table data.

5 Technical Evaluation
In this section, we conduct a technical evaluation of TableNarrator
with some other table understanding systems and algorithms. Ad-
ditionally, we provide error rates of TableNarrator against ground
truths. The purpose of the technical evaluation is to demonstrate
that the TableNarrator system can provide BLV users with compre-
hensive and accurate table information as we have pre-designed
and intended. Specifically, we mainly evaluate the quality of two
basic comprehending aspects of a given image table. 1) Table Meta-
data. Including the basic settings of a table such as whether the
table exists, the number of rows and columns, the instructions of
the table header, and the concise summary of the whole table. 2)
Table Content. Including the detailed content such as the text in
each cell and the relation between each cell.

5.1 Datasets
We collect 1000 image tables with diverse structural designs and dif-
ferent usages, including wired and wireless tables for e-commerce,
school timetables, enterprise reports, etc. Considering the afore-
mentioned comprehension aspects, we invite several experts and
workers in these fields to label each table’s information. Mean-
while, to avoid the potential comprehension problems happening
to the BLV people, we then invite five BLV people and let them
comprehend the labeled information of the image tables via screen
reader. Therefore, we can guarantee the labels for the ground truth
in technical evaluation.

5.2 Method
In this section, we select two powerful multimodal large language
models as the main contrast methods. 1) GPT-4V. One of the most

powerful multimodal large language models applied to the accessi-
bility field for BLV people such as the Be My Eyes App. 2) Claude3.
One of the most powerful large language models released by An-
thropic and does well in table understanding. Since many domain-
specific models can perform better than multimodal large language
models in specialized fields, we also included six prevalent table
recognition models for contrast. However, these models output
only the most basic table information without considering read-
ability, they are not suitable for direct use. We conducted separate
evaluations of the model’s performance in extracting pre-designed
information.

5.3 Table Metadata Evaluation
We mainly evaluate the following aspects of table metadata.

1) the Number of Rows and Columns Reminder. Themodel’s output
of the number of rows and columns is compared with the ground
truth to calculate accuracy. An image is considered correct only
if both the row count and the column count are accurate. In this
experiment, the prompt for two multimodal large language models
is: “Please output the number of rows and columns in the table shown
in the image, in the format: number of rows-number of columns.”

2) Table Headers Reminder. The accuracy of table header recogni-
tion for each image is calculated based on the model’s output. We
calculate the proportion of correctly extracted table headers out of
all table headers. In this experiment, the prompt for two multimodal
large language models is: “Please output the table headers in the table
shown in the image. Output only the table headers.”

3) Concise Table Summary. This is evaluated by the ROUGE met-
ric [35] on the summary results. In this experiment, the prompt for
two multimodal large language models is: “Please output a concise
summary for the table shown in the image, noting that this will be
provided to BLV people.” Additionally, we also conducted an anony-
mous manual evaluation. Specifically, we recruited 11 participants
without visual impairment and randomly selected 30 tables from
the dataset. Participants were asked to choose the option they be-
lieved best summarized the theme of the table and provided the
best reading experience from the table summaries generated by
GPT-4V, Claude3 and TableNarrator.

For GPT-4V, the percentage of both row and column counts being
correct is 0.05%, while the percentage of either row or column being
incorrect is 0.94%. Among these errors, row errors account for 0.60%,
and col errors account for 0.87%. For Claude3, 0.19% of the outputs
had both the correct number of rows and columns, while 0.82% had
errors in either the row count or the column count. Among these
errors, 0.58% were rowwrong errors, and 0.86% were column wrong
errors. For TableNarrator, 0.83% of the cases had both the correct
number of rows and columns, while 0.17% had errors in either row
or column count. Among these errors, 0.62% were row wrong errors
and 0. 51% were col wrong errors. From the results, we find that
both GPT-4V and Claude3 give wrong reminders of the number of
rows and columns, which loses the coarse structural information
of the table and may risk confusion in the table understanding.
Meanwhile, we evaluate the accuracy of table header reminder.
Figure 6 depicts the results via boxplots. TableNarrator performs
better than the other two baselines.
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Figure 6: The accuracy of the results from three methods
on Table Header Reminder, Text in Cells and Table Header-
value Pairs.

Meanwhile, the quality of the table summary from TableNarrator
is better than the other two baselines. Table 2 shows the ROUGE
results. The other two baselines input image tables and apply vision-
text processing algorithms to generate the summary, which focuses
on the visual feature and may lose the semantics of text in cells.
In contrast, TableNarrator uses the precise text in cells as model
input instead of the image table, which strengthens the semantic
feature and results in a more accurate summary. Furthermore, in
manual evaluation, the selection rates for GPT-4V, Claude3 and
TableNarrator are 12.00%, 21.14%, and 66.86%.

5.4 Table Content Evaluation
Furthermore, we evaluate the following aspects of the table content
information. The first three metrics are calculated at the instance
level with cell granularity, while the fourth metric is calculated at
the single-image level with image granularity. The former is more
indicative of the system’s performance in recognizing table details,
whereas the latter is more stringent and provides a better reflection
of the overall performance of TableNarrator.
1) Text in Cells. This is evaluated by the ’cell accuracy’ metric, which
only considers a cell as correct if all the text in the cell is accurate.
2) Table Header-Value Pairs. This is similar to the evaluation method
for text in cells and calculates the accuracy of the correct pairs.
3) Cell Position. This calculates the accuracy of cell positions, used
to assess the module’s capability in determining cell locations.
4) Overall Evaluation. This metric is compared to the ground truths,
and a sample is considered correct only if all the output for a given
image is accurate.

The results of Text in Cells and Table Header-Value Pairs are
shown in Figure 6. The results of Cell Position are presented in
Table 3, measured by multiple tasks of table recognition. From the
results, we find that TableNarrator provides more precise content
and cell relationships than the other two baselines, which is owed
to the table structure recognition module. Additionally, Table 3 also
compares the metrics of TableNarrator alongside domain-specific
models. We selected tasks supported by all these models: table de-
tection, cell relationship classification and cell logical location. The
TableNarrator possesses enhanced capabilities due to our meticu-
lous fine-tuning based on the characteristics of complex table data.
For the Overall Evaluation, 90.16% of the images had correct Cell
Logical Location for the whole image, while 91.72% of the images
had correct Cell Relationship Classification for the whole image.

And 85% of the images processed by TableNarrator have completely
correct outputs.

6 User Study
6.1 Method
Participants.We recruited nine BLV participants (P1, P3, P4, P5,
P7, P8, P9, P10, P11) for our user evaluation. Table 1 provides their
specific information. Six of them had participated in our previous
formative study. The ages of our nine participants ranged from 25
to 50 from various occupations. Six of them were familiar with the
tables, while threewere unfamiliar with tables. All participants were
proficient in using screen readers. The evaluation was conducted
both online and offline according to their preferences. Each session
lasted approximately 40 minutes and we paid each participant a
$20 reward for their work.

Materials. To cover the image tables with as many structures
as possible, we collected image tables from representative styles of
table structures (Figure 7): simple (T1), mered cells (T2), multi-level
headers (T3), and cross headers (T4), which contained content with
diverse logical semantics.

Baseline Methods. Each image table was evaluated using Table-
Narrator and two main baseline methods: GPT-4V and VoiceOver.
GPT-4V represents a multimodal large language model with sub-
stantial influence, functioning as a virtual volunteer within the
widely used software Be My Eyes. Our prompt was set as: “Please
generate a comprehensive and accurate description of the table in the
image, noting that this will be provided to BLV people.” VoiceOver
is a prevalent screen reader equipped with text recognition and
image captioning capabilities, supplied by Apple for its range of
devices. Furthermore, we also provided manually converted HTML
code for each image table to compare user experience.

Procedure.We developed a prototype system to simulate the
workflow of TableNarrator, which was used to conduct user evalua-
tion with BLV people. We started our process with an overview of
the background information, followed by an inquiry into user expe-
riences when accessing tables. Subsequently, we spent 10 minutes
instructing participants on how to use TableNarrator. Each partici-
pant was provided with four image tables as previously described.
After each table was accessed, we conducted a semi-structured in-
terview to gather feedback. After completing all four examples, we
administered a System Usability Scale (SUS) and aWorkload Assess-
ment (WA) to evaluate the user experience. The SUS scale, reliable
even with small sample sizes, consisted of 10 questions evaluated
on a 5-point Likert scale. The workload assessment encompassed
performance, mental demand, effort, and frustration level, rated on
a 7-point Likert scale. Our methodology was specifically designed
to ascertain whether TableNarrator fulfilled the four design goals
established in our formative research.

Analysis. Following the evaluation, we transcribed the semi-
structured interviews and conducted thematic analysis. Two re-
searchers independently generated initial codes on the data and
collaboratively reviewed and refined the themes to ensure they
accurately captured the participants’ feedback and were distinct
from each other. Ultimately, we summarized the data collected from
user evaluation and semi-structured interview into three categories:
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Table 2: The ROUGE of the content summary. We calculate the Precision(P), Recall(R) and F1-score(F) of ROUGE-1, ROUGE-2
and ROUGE-L to evaluate the quality of the table summary.

Method ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

GPT-4V 0.263 0.267 0.246 0.068 0.076 0.070 0.256 0.261 0.240
Claude3 0.244 0.217 0.209 0.080 0.094 0.085 0.240 0.212 0.205

TableNarrator 0.385 0.373 0.367 0.124 0.122 0.117 0.376 0.369 0.360

Table 3: Comparison of TableNarrator’s performance with domain-specific models in table recognition tasks, covering Table
Detection, Cell Relationship Classification, and Cell Logical Location tasks, with F1 score used as the evaluation metric.

Method Task

Table Detection Cell Relationship Classification Cell Logical Location

Deep Split+Merge [57] 0.6851 0.7921 0.3456
LGPMA [48] 0.7611 0.82 0.6702
TGRNet [68] 0.6953 0.4236 0.2984
LORE [67] 0.8143 0.8185 0.8904
TableMaster [69] 0.7499 - -
CTUNet [34] 0.8904 0.8934 0.7542
TableNarrator 0.9851 0.9908 0.9607

1) The effectiveness of the processed table information; 2) The as-
sessment of our interaction mode and personalized options; and 3)
The overall system usability.

6.2 Results
During the user evaluation, all participants unanimously agreed
that among the four tools provided (VoiceOver, GPT-4V, manual
HTML format, TableNarrator), our system outperformed the rest.
The performance of the manual HTML format and GPT-4V were
rated second and third, and there was unanimous disapproval for
the descriptions generated by the Screen Reader.

The effectiveness of processed table information. In terms
of intelligibility of the information, all participants concurred that
the alternative text provided by TableNarrator was “No difficulties
in comprehending the table content” and expressed confidence in
the comprehensiveness and accuracy of the conveyed information,
trusting the descriptions provided by TableNarrator. Regarding the
initial provision of the number of rows and columns in a table, P8
considered it “indeed necessary.” P5 echoed this sentiment, stating “It
makes the scale of the table clear.” About the concise table summary,
P3 pointed out that knowing this information enables one to “decide
what to do with the table,” while P8 underscored the significance
of table summary, describing it as “necessary, definitely necessary.”
The ability to quickly identify the table’s structure and subject was
seen as crucial by several participants, as it provides users with
an overview of the table and helps them form a mental model of
the table, aiding in decision-making process regarding subsequent
actions.

Beyond simply providing this basic structural information, many
participants found that understanding the relationship between
table headers and cell values, in a format that prioritized semantic

meaning over spatial layout, reduced cognitive load. As reported
by many participants, comprehending tables often necessitates the
mental construction of their grid structure, a process they found to
be quite “energy-consuming”. Our solution, TableNarrator, converts
spatial structural information, as visually presented, into cell-level
header-value pairs. P9 described it as: “For totally blind colleagues,
..., very friendly, ..., I’m indifferent to this or that structure, ... just
listening to the text.” P7 also highly praised this type of presenta-
tion and suggested: “I hope this feature can be extended to Excel; I
need to hear the headers while filling out tables.” When we asked
participants to compare TableNarrator with the manual HTML
format, P11 said, “The former (TableNarrator) is definitely better. It
doesn’t require memorization.” Considering that many users are
accustomed to mentally arranging a grid of tables, TableNarrator
added row and column numbers after each table header-value pair.
P5 believed: “Row and column numbers help establish the structure
of the table, and being of the least priority, placing them last in terms
of the importance of the information circumvents redundancy.” The
participants broadly approved the above basic information about
tables and the recitation of the table header-value correspondence,
as P1 describes it as: “just as it should be.”

As for the description texts generated by GPT-4V and Screen
Readers, participants did not rate them highly. For the least appre-
ciated screen reader, P10 stated: “Despite the words being read out, I
can only guess the table through my imagination...” P10 commented:
“I was confused and couldn’t react immediately.” In comparison, GPT-
4V’s descriptions were considered too general. While P3 found it
helpful when only a rough idea of the table was needed, P1 found
the descriptions “rudimentary and overly general,” making it chal-
lenging to pinpoint specific details within the table. This feedback
reflected a broader concern that AI-generated information were
often too vague or error-prone, as noted by P3: “It always baffles
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T1: Simple T2: Merged Cells T3: Multi-level Headers T4: Cross Headers

Figure 7: The four representative real-world image tables we selected. They are categorized based on table structures into:
Simple, Merged Cells, Multi-level Headers, and Cross Headers.

you at the most unexpected points; it keeps making mistakes where
you think it shouldn’t.”

The evaluation of the interaction mode and personalized
options. Our participants gave a higher rating to the interaction
mode of TableNarrator compared to the baseline methods. Con-
cerning the convenience of information retrieval, all participants
chose to read the short table metadata first and then scroll by cell.
P1 reported that TableNarrator enabled them to find the specific
information they needed more rapidly, stating: “I can quickly skim
through, stopping to listen only if I need to.” In contrast, GPT-4V’s
verbosity posed a challenge for users. P7 commented, “You can’t
select a focus, and if you don’t catch something, you must start over
from the beginning.” P1 further critiqued GPT-4V’s efficiency, stat-
ing: “too verbose, ..., to understand this table, I have to listen to the
whole thing earnestly,” which many found “time-consuming”. This
was an area where TableNarrator excelled, offering users a more
focused, task-oriented way of interacting with table data. As for
the manual HTML format, participants unfamiliar with tables also
reported “effort-related issues.” P4 emphasized again that imagining
the table’s layout is not easy for some individuals, especially when
dealing with long tables and complex merged cells.

Participants also expressed appreciation for TableNarrator’s per-
sonalized options, which allowed them to adjust the granularity of
table information. P5 adjusted the granularity from cell-by-cell to
group-by-group and found this method especially useful for com-
paring different data sets. P3, when discussing the customization of
focus areas, added: “You can use a focus box..., going through text at
once..., otherwise, if the focus shifts too frequently, my hands will get
tired.” This feedback illustrated the importance of allowing users
to tailor the system to their own needs and preferences. When it
comes to swapping table header-value pair reading order, there is
no agreement on whether to read table header first or value first. P4
asserted that “It depends on user habit.” P11 said “If I access the scale
tables for clothes or shoes, I’d better read the value first because I can

quickly know the proper scales.” P7 thought “I prefer to obtain the
headers first thus I can comprehend the relation of cells clearly.” This
highlighted that user preferences can vary significantly based on
the task at hand and their familiarity with different table structures.
Overall, most users prefer the table headers first when they want
to comprehend the structure. Meanwhile, users perfer the values
first when they want to search for detailed information.

The usability of the entire system. TableNarrator’s overall us-
ability was evaluated using the System Usability Scale (SUS), yield-
ing an average score of 90.6, falling within the “Excellent” range
(85-99). This high rating was supported by participants’ qualitative
feedback, which consistently praised the system’s Learnability(88),
Usability(89.6) and Satisfaction(94.4). P8 commented: “very intu-
itive, and using this tool felt great to me.” However, the learning
curve was a minor point of critique. P3 acknowledged that “There’s
definitely a learning curve at the beginning,” although the general
consensus was that TableNarrator could be quickly mastered with
minimal training. P2 added: “There’s no need for additional study;
there’s nothing much to learn, most people will pick it up quickly.”

The workload assessment also provided insights into the sys-
tem’s efficiency. Figure 8 displays participants’ workload assess-
ment using four tools, to compare the performance, mental demand,
effort, and frustration level of TableNarrator and baseline meth-
ods. The mean scores for TableNarrator were 6, 5.78, 5.67, and 6.44
(out of a maximum of 7), reflecting the participants’ recognition of
its operational efficiency and the lower mental strain, effort, and
frustration experienced while experiencing the system. This is par-
ticularly notable considering that the baseline methods (GPT-4V
and VoiceOver) were perceived as requiring more effort and leading
to higher frustration levels.
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Performance

Mental Demand

Effort

Frustration Level

Number of Participants
Negative Positive

TableNarrator

GPT-4V
Screen Reader

manual HTML format

TableNarrator

GPT-4V
Screen Reader

manual HTML format

TableNarrator

GPT-4V
Screen Reader

manual HTML format

TableNarrator

GPT-4V
Screen Reader

manual HTML format

Figure 8: Overall workload assessment of TableNarrator, manual HTML format, GPT-4V and Screen Reader by participants.
Best viewed on screen.

7 Discussion
In this section, we revisit the design goals proposed in our formative
study and discuss the performance and limitations of TableNarra-
tor based on the evaluation results. We also discussed a series of
valuable insights gained during the design and development of
TableNarrator, and analyzed the potential and limitations of multi-
modal large language models in the accessibility of image tables.

7.1 Limitations of TableNarrator When
Encountering Various Types of Tables

Correctly Recognized Table Header
COUNTRY, SIZE, International Sizes, Europe, 
Poland, Germany, Scandinavia, UK, France, 
Spain and Portugal, US, Japan, COUNTRY,
International Sizes, Europe, Poland, Germany, 
Scandinavia, US

Missing Table Header
Italy, Women‘s clothing, SIZE, Men's clothing

Misdentified Table Header
NULL

Figure 9: Results of a photographic table image recognized by
TableNarrator. Errors are concentrated in the classification
of the table headers.

7.1.1 Tables in photographic images. According to both tech-
nical and user evaluations, while TableNarrator delivers excellent
results on Internet image tables, they are more prone to errors when
dealing with tables in photographic images. In particular, inherent
aberrations such as camera shake, distortion, and skew introduce
additional analytical complexities. Preliminary evaluations with
photographic table images indicate that TableNarrator lacks the
robustness necessary to provide precise referential support for BLV
users. Figure 9 illustrates an example of this. This is a critical issue
for table accessibility in real-world scenarios, such as the real shot
of product manuals or instructions for public facilities. However,
current research usually focuses on manually designed image ta-
bles, such as advertisements on social media. In the future, we aim

to evolve TableNarrator into a universally adaptable table narra-
tion tool. This will be achieved by embracing a wide spectrum of
image tables, augmenting our training datasets with photographic
samples, and refining the underlying visual perception model.

7.1.2 Tables with complex layouts. Although TableNarrator
can effectively recognize and understand table structure informa-
tion in a majority of cases, the complexity of table layouts in real-
world scenarios can easily result in misclassification and misrecog-
nition of cells, leading to an incorrect semantic understanding of
the table as a whole. Figure 10 illustrates how such errors can affect
the overall usability of a table representation. Typical complexities
in layout include the absence of clear boundaries between cells
(unlike the comma-separated format of CSV), and merged cells
where one key corresponds to multiple values or vice versa. More-
over, TableNarrator is subject to the risk of error accumulation
over multiple stages. The entire process involves several steps from
recognizing table structures to classifying cells and their content.
Errors at any stage can be compounded as the process progresses.
While erroneous recognition of individual cells may not hinder the
overall understanding of the table for sighted users, it becomes ex-
ceedingly challenging for BLV users to identify potential errors via
one-dimensional alternative text. Therefore, to prevent significant
misunderstandings due to incorrect recognition, systems designed
for image table access can not only improve the accuracy and ro-
bustness of table recognition and understanding, but also address
issues promptly by increasing multi-round interactions with users,
such as through a QA module based on large language models.

7.2 Deeper Understanding of User Needs
7.2.1 Elderly users needs. While TableNarrator is primarily de-
signed to provide alternative text for BLV users, it’s worth noting
that certain demographics, such as the elderly, may primarily strug-
gle with reading and identifying text in smaller font sizes, even
though they can recognize and understand the overall structure of
tables. Therefore, they may not need to use alternative text to inter-
act with tables. However, image tables often remain at a fixed size
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Wrong Recognition
Typical values: Energy,
100g contains: 1587KJ, %GDA*-19.1%:,
Typical values: Protein,
100g contains: 7.4g, %GDA*-19.1%: 12%,
Typical values: Fat,
100g contains: 18.5g, %GDA*-19.1%: 31%,
Typical values: Sodium,
100g contains: 324mg, %GDA*-19.1%: 16%,

Correct Recognition
Typical values: Energy,
100g contains: 1587KJ, %GDA*: 19.1%,
Typical values: Protein,
100g contains: 7.4g, %GDA*: 12%,
Typical values: Fat,
100g contains: 18.5g, %GDA*: 31%,
Typical values: Sodium,
100g contains: 324mg, %GDA*: 16%,

Figure 10: Impact of detail errors on TableNarrator’s output.
The visualmodelmisclassifies D as a header alongside correct
headers A, B, and C. Textual narration creates confusion by
sequentially vocalizing cells wrongly identified as headers.

and lack the capability to adjust font size to accommodate the visual
requirements of the elderly. Recognizing this, the application scope
of TableNarrator can be expanded to serve this user demographic
by providing them with the ability to understand and access the
textual content in images of tables. This represents a significant
expansion from its original focus, addressing the needs of a broader
audience.

7.2.2 Different information processing depth needs. During
the process of accessing table data, TableNarrator allows users to
select varying degrees of alternative text granularity according
to their needs. Thus, TableNarrator can provide an appropriate
information-conveying strategy whether the user is quickly skim-
ming through data or engaging in an in-depth study. However,
TableNarrator does not encompass all user needs, as many of their
requirements fall outside the operational scope of TableNarrator,
such as the sorting function and the QA conversation feature, neces-
sitating collaboration with other works. Such requirements imply
a deeper level of information processing. Although the current
design of TableNarrator ensures the autonomy of BLV users in
accessing information, there are times when more deeply processed
information is also needed. Therefore, a better option is to provide
information at varying levels of processing for users to choose
from. In the future, we will endeavour to further refine table-type
classification based on multidimensional metrics including data
characteristics, table structure, and user interaction patterns. This
will enable TableNarrator to adapt to a broader range of usage sce-
narios and provide more precise and personalized data processing
services.

7.2.3 User-friendly interaction. In our formative study, the fre-
quently highlighted issues are related to user-friendly interaction.
Firstly, the redundant alternative text has brought a negative user
experience, where the user-friendly formats are usually concise and
precise. Our system addresses these concerns by offering several
personalization options, allowing users to alter the presentation
of information according to their specific needs. Users can cus-
tomize the system to first announce the name followed by headings,
enabling them to skip to the next piece of data after hearing the
name. This design philosophy reduces the broadcast of redundant

information. Additionally, for tables with straightforward and com-
prehensible headings (e.g., name, sex), users may opt for this ap-
proach as well. Secondly, feedback from two BLV users suggested
a desire for a more natural and emotive voice interaction, rather
than mechanical. This has prompted us to consider how to foster
an emotional connection between technology and users, promoting
Human-centered computing. In the future, we aim to achieve this
by adopting more advanced voice technologies. This shift from
merely fulfilling functional needs to enhancing experiences will
propel assistive technologies towards more lively and personalized
directions, ultimately fostering a deeper connection with users.

7.3 Image Table Accessibility Meets Large
Language Models

During our research, our BLV participants repeatedly highlighted
the impact of AI technologies on their lives, particularly in areas
such as intent understanding and user-friendly interaction simula-
tions. With the rapid development of large language models, we are
confident that these technologies hold great promise for improving
the accessibility of image tables.

However, as previously discussed, present large language models
still face significant challenges, including understanding tables in
various languages and reasoning about intricate table relationships.
While existing multimodal large language models have demon-
strated potential for enhancing image table accessibility, we were
surprised to find that performance can vary dramatically when pro-
cessing tables in various languages. This discrepancy stems from
the inherent limitations of language biases in the training data of
large language models and highlights a critical inequity for BLV
users from different linguistic backgrounds, potentially limiting the
global adoption of assistive tools. Another critical problem that de-
serves attention is the “hallucination” issue of large models, where
they sometimes generate information that is unrelated or even in-
correct in relation to the actual data. Such instances could seriously
impact BLV users’ understanding of information and their trust
in AI tools. Incorporating appropriate supervision and verification
mechanisms into the system can help mitigate this issue.

As such, TableNarrator ensures the efficacy of each step to the
greatest extent possible by amalgamating multiple steps, rather
than relying on the multimodal large language model to generate
results. Our technical and user evaluations have further substanti-
ated the effectiveness of this approach. Despite these limitations,
we maintain that with the rapid evolution of large language models,
more steps could be supplanted in the future. In summary, while
large-scale models have shown clear advantages in enhancing the
accessibility of image tables and images, it is still necessary to care-
fully evaluate and improve upon their limitations, including deep
consideration for fairness and reliability, to ensure that the BLV
community from varied linguistic and cultural backgrounds can
equitably benefit from the progress in accessibility technologies.

8 Conclusion
In this paper, we introduce TableNarrator, an innovative system
designed to enhance the accessibility of image tables. This sys-
tem has found extensive application in social media and online
education contexts. Guided by our formative study, we gathered
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invaluable suggestions regarding the accessibility of the image ta-
bles from BLV users. In compliance with the design objectives, we
present TableNarrator, a system composed of several meticulously
designed modules to extract tables regions, comprehend the table
structure, and convey table information appropriately. We also offer
personalized options and a simple and direct interaction mode that
enables users to access image tables. Both technical and user evalu-
ations demonstrate the effectiveness of TableNarrator. In the future,
our aim is to further explore tables with multilingual content and
complex layouts to enhance the experience for diverse user groups.
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