PG-Agent: An Agent Powered by Page Graph

Weizhi Chen*
Zhejiang Key Lab of Accessible
Perception & Intelligent Systems,

Ziwei Wang’
Zhejiang Key Lab of Accessible
Perception & Intelligent Systems,

Leyang Yang
Zhejiang Key Lab of Accessible
Perception & Intelligent Systems,

Zhejiang University Zhejiang University Zhejiang University
Hangzhou, China Hangzhou, China Hangzhou, China
chenweizhi@zju.edu.cn wangziwei98@zju.edu.cn yangleyang@zju.edu.cn

Sheng Zhou" Xiaoxuan Tang Jiajun Bu
Zhejiang Key Lab of Accessible Ant Group Zhejiang Key Lab of Accessible
Perception & Intelligent Systems, Beijing, China Perception & Intelligent Systems,
Zhejiang University leahxx1226@outlook.com Zhejiang University
Hangzhou, China Hangzhou, China
zhousheng_zju@zju.edu.cn bjj@zju.edu.cn
Yong Lif Wei Jiang
Ant Group Ant Group

Hangzhou, China
liyong liy@antgroup.com

Abstract

Graphical User Interface (GUI) agents possess significant commer-
cial and social value, and GUI agents powered by advanced mul-
timodal large language models (MLLMs) have demonstrated re-
markable potential. Currently, existing GUI agents usually utilize
sequential episodes of multi-step operations across pages as the
prior GUI knowledge, which fails to capture the complex transition
relationship between pages, making it challenging for the agents
to deeply perceive the GUI environment and generalize to new
scenarios. Therefore, we design an automated pipeline to trans-
form the sequential episodes into page graphs, which explicitly
model the graph structure of the pages that are naturally connected
by actions. To fully utilize the page graphs, we further introduce
Retrieval-Augmented Generation (RAG) technology to effectively
retrieve reliable perception guidelines of GUI from them, and a
tailored multi-agent framework PG-Agent with task decomposition
strategy is proposed to be injected with the guidelines so that it can
generalize to unseen scenarios. Extensive experiments on various
benchmarks demonstrate the effectiveness of PG-Agent, even with
limited episodes for page graph construction. Our codes will be
publicly available at https://github.com/chenwz-123/PG-Agent.
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1 Introduction

The Graphical User Interface (GUI) has become crucial for humans
in interacting with mobile devices and websites. Recently, there
has been a notable increase in interest in GUI agents that can
autonomously perform tasks by interacting with the user inter-
face [27]. It is emerging as a significant topic of study in disci-
plines such as software engineering and human-computer inter-
action [19, 31, 36], among several others. Early works employed
parsing tools to transform the pages into HTML presentations, uti-
lizing large language models (LLMs) to analyze the page layouts
to make decisions [14, 39]. With the rapid development of multi-
modal large language models (MLLMs) [1, 2, 6, 28, 42], MLLM-based
GUI agents become the mainstream architecture, which are able to
analyze the screen and generate actions end-to-end.

The GUI agents are conducted in a structured enclosed space
where different pages are naturally interconnected through opera-
tions like clicking. Therefore, it is essential for the agent to possess
the awareness of possible actions and their consequent pages. How-
ever, existing works [8, 22, 32] have collected abundant knowledge
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Figure 1: Illustration of PG-Agent. (i) Convert chain-like
episodes into a semantically rich page graph; (ii) With page
graph as GUI prior knowledge, RAG technology assists the
tailored multi-agent workflow to enhance GUI navigation.

from diverse devices, but usually treat them as independent items.
For example, the navigation tasks on GUI involving sequences of
multi-step operations across different pages, where each step pro-
vides crucial semantics and functionality for the task. Such linear
knowledge restricts the agent to focusing mainly on the consecutive
steps and thus lacks the perceptions of possible actions leading to
other pages simultaneously. As a result, the semantic association
information between pages is not fully integrated into the model,
leading to significant challenges when the model performs complex
tasks, especially on new tasks. During the deployment phase, it is
probable that a single sequential episode cannot directly instruct
the agent to finish the task, while the transition relationships from
multiple episodes can provide more clues about possible actions and
corresponding results to pave a new way to the target page. This
raises a natural question: “How to explicitly model the semantic
relationships among pages and enhance the perception capability
of GUI Agents in new scenarios?”

Fortunately, the pages of GUI screens naturally form a page graph
connected by the actions, and a sequential episode is essentially
a path sampling on this graph. Inspired by this concept, we can
reconstruct the sequential episodes into the page graph, which
offers a more comprehensive understanding of the page transitions,
rather than the fragmented page connections brought by discrete
episodes. Any traversal path in the page graph can be regarded
as an effective recombination of original independent knowledge
items. Meanwhile, positioning at a node, the agent can easily obtain
possible actions from the outgoing edges and perceive consequent
pages to assist the navigation process.

Besides, to utilize the page graph as prior knowledge for the
agent planning, the Retrieval-Augmented Generation (RAG) tech-
nology [15] is able to effectively leverage it without any parameter
modifications, which enables the agent to adapt to different scenar-
ios by simply switching the page graph. In this way, RAG is also
able to explicitly retrieve the graph-structured information from
the page graph, offering superior semantic perceptions of page
transitions. Moreover, the exploration in the page graph of RAG
is actually an accessing and integrating process of real actions in
episodes, providing an authentic and reliable set of possible actions
as guidelines. Previous works have adopted the RAG to retrieve
guidelines like descriptions of widget functions [16] or reference
trajectories in similar tasks [45], which are usually discrete without
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graph structure to perceive the current scenario deeply. Therefore,
a tailored retrieval strategy applied in the page graph is also critical.

To tackle the aforementioned challenges, we propose an auto-
mated pipeline to transform the sequential episodes into the page
graphs, including three stages of page jump determination, node
similarity check and page graph update. During the process, we
check every action tuple (i.e., the action and the pages before and
after it) and gradually update the page graph by combining consecu-
tive in-page operations into one edge and similar pages as one node.
Moreover, to retrieving guidelines from the page graphs and fully
utilize them, we also design a multi-agent framework PG-Agent
enhanced by tailored RAG technology. First, we use the summary
of the current screen to locate similar nodes in the page graph and
conduct breadth first search (BFS) to explore available actions, de-
riving guidelines like "perform some actions can lead to accomplish
some tasks". With comprehensive guidelines, we divide the reason-
ing process into several agents following existing works [35, 38],
incorporate the task decomposition and inject the guidelines into
the sub-task planning process, where the perceptions of the GUI
scenario are particularly critical. We conduct extensive experiments
on three benchmarks and the results demonstrate the effectiveness
of PG-Agent, even if we only sample a few episodes to construct
the page graph. The primary contributions of this paper can be
summarized as follows:

o To model the transition relationships between GUI pages, We
design an automated pipeline to reconstruct the discrete episodes
into page graphs, which serve as external prior knowledge bases.

e We propose PG-Agent, a tailored multi-agent framework aug-
mented by RAG technology. With the incorporation of task de-
composition, guidelines retrieved from page graphs offer more
targeted planning reference.

e Experimental results on three benchmarks demonstrate that PG-
Agent exhibits superior navigation ability with the page graphs.
Even if the episodes for page graph construction is limited, the
effectiveness remains evident.

2 Related Work

2.1 Retrieval-Augmented Generation

Retrieval-Augmented Generation (RAG) can solve the issues of
knowledge out-of-distribution in large models, such as output hal-
lucination, lack of domain-specific knowledge, and outdated in-
formation by dynamically parsing the input content and retriev-
ing relevant external knowledge [46]. Previous research on RAG
mainly focused on question-answering related tasks [24, 33], such
as using Table-to-Text methods to convert tabular data into tex-
tual form to enhance the document QA capability of LLM [25],
using multi-modal embedding technology to uniform knowledge
of different modalities to enhance multi-modal QA of the foun-
dational model [13, 21], and utilizing the chunking methods to
truncate the query and realize multi-granularity retrieval of ex-
ternal knowledge [5, 43]. Given that graph structures effectively
represent complex data relationships and enable efficient informa-
tion retrieval, the application of RAG technology to graph data
has emerged as an interesting research focus [30]. GraphRAG [10]
adopts a clustering approach by connecting small text blocks via
semantic similarity, then applying community detection to group
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Figure 2: The overall pipeline of page graph construction. It comprises three stages: page jump determination, node similarity

check and page graph update.

nodes, and finally summarizing query answers by analyzing node
community responses. To model document relationships: Munikoti
et al. [26] developed a heterogeneous document graph capturing
multiple document-level relations, while Li et al. [17] and Wang
et al. [37] established passage-level connections based on shared
keywords. In the mobile agent scenario, there are also some works
that use RAG to enhance the base model by providing additional
interaction knowledge [16, 45]. However, they treat the traffic data
as independent trajectory chains. We argue that in GUI scenarios,
the data formed by the jump relationship between different screen
pages is a global graph structure rather than discrete chains. Thus,
ignoring the structured signals between pages will limit the model’s
knowledge learning in this domain.

2.2 GUI Agent

Recent progress has begun to adopt LLMs [34, 41, 45] to build au-
tonomous agents, leveraging LLMs’ extensive world knowledge
and strong reasoning capabilities for task planning and execution
to achieve human-like capabilities. Structural text replaces the orig-
inal GUI image input into the LLMs. With the emergence of MLLMs,
visual signals of images are projected into natural language space.
Therefore, existing research tends to directly use MLLMs to build
agents, so as to naturally process the visual information in the
GUI field. One notable approach is to use large-scale general mod-
els, such as GPT-4v [28], as GUI agents. Many studies use prompt
engineering to guide these models to perform complex tasks. Ap-
pAgent [44] is built on GPT-4v, generating guidance documents
through exploration phase to assist decision-making. Mobile-Agent-
v2 [35] first proposes multi-agent collaboration in GUI scenarios to
improve the decision-making effect of each step. Another research
direction focuses on fine-tuning smaller MLLMs [7, 12, 18] using
GUI-specific datasets to bridge the domain gap between common
images and GUI screens.

3 Method

In this section, we will illustrate how to transform chained action
episodes into structured page graphs, along with readable guideline
documents. Subsequently, we introduce PG-Agent that is tailored
to leverage the page graphs to achieve precise GUI navigation.

3.1 Page Graph Construction

Naturally, the pages and their links within a website or an applica-
tion form a graph structure, and an episode to complete a navigation
task actually represents a walking path in this graph. Thus, with ex-
isting episodes in a specific GUI scenario where relevant websites or
applications are limited, we can construct the corresponding page
graph as future guidance in this scenario. We design our pipeline
purely based on visual clues without additional modal inputs such
as the page’s DOM or HTML architecture. The overall pipeline
for page graph construction is shown in Figure 2, including three
stages: page jump determination, node similarity check and page
graph update.

Page Jump Determination. Assuming an action tuple in the
episode E with task T is (Ipefore, A lafter), Where Ipefore and
Iafter represent the screenshot images before and after the action
A, respectively. First, the actions need to be converted into natural
language. For actions involving specific coordinates, their mean-
ings will be lost when separated from the corresponding images.
Therefore, a MLLM [2] is used to summarize them:

Saction = MLLM(Ibefore,A, Paction), (1)

where Sgcrion is the summary of the action and Pgcrion is the
prompt for action summary. Then, considering fewer redundant
nodes and retrieval effectiveness, only unique pages are adopted to
build the page graph. Therefore, it is first necessary to determine
whether the action A triggers the page jump.

Yjump = MLLM(Ibefore, Iafter’ Saction» Pjump): (2)

where Yjymp € [Yes, No] represents the determination result and
Pjump is the prompt template for page jump assessment. If the
result is "No", the action is usually in-page operation like typing
words or opening a drawer that do not lead to new pages, we will
store this action summary Sgerion in @ queue Qgerion and directly
process the next action tuple in the episode.

Node Similarity Check. When the result Yj,mp is "Yes", it
means this action successfully lead to different page. Then we take
the following step to summarize the image after action based on
the overall function of the page and key components displayed for
node similarity check:

Spage = MLLM(Iafter, Ppage), 3)
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Figure 3: The framework of multi-agent workflow. It comprises two parts: RAG pipeline and multi-agent group.

where Spgge denotes the summary of the page and Ppgge is the
template for page summary processing. Next, a dual-level similarity
check from semantic aspect and pixel aspect was carried out. From
semantic aspect, we employ similarity search with retrieval model
to retrieve the top-n most similar page summaries from nodes of
page graph G = (N, V), which is empty initially:

Snode = Retrieval(Spage, G), @)

where S, o4e = [S1,52, - .., Sn] is composed of retrieved page sum-
maries. Subsequently, we use the MLLM to further select the index
of the most similar one:

id = MLLM(Iafter’ Snodes Pselect)s (5)

where id € [1,2,...,n] and Pgjec; is the prompt for index selection.
From pixel aspect, we extract original image I;; corresponding to
selected page summary and compare it with image I, ¢, to finally
conclude whether the page can pass the node similarity check:

Yaissimilar = MLLM(Iafter’Iid’ Paissimilar)> (6)

where Yjissimilar € [Yes, No] is the check result and Py;¢simirar 1S
the prompt for similarity check.

Page Graph Update. When the result Yy;ssimirqr is "Yes", it
means that this new page is unique enough among existing nodes
in the page graph G, and we will create a new node Npew =
(Safters Lafter) to represent the image I;fser, Where Ly fyey is the
image location of I, 4, Image location L will only be utilized in
Equation 6 to get original image I;4, so the final page graph will not
contain the pixel information of images, avoiding the huge space
occupancy of page graph. Besides, the node representing the image
Ipefore can be formulated as Ny, fope. Following, we incorporate
the action summary Sgction into stored action queue Qqcrion and
combime it with the task description T of the episode as a new
edge Enew = (Qaction, T)- In this way, we can guide the agent to
follow these actions when completing similar tasks. Next, we insert
directed tuple (Npefore, Snews Nnew) into page graph G to finish

update:
G=GU (Nbefore’ Enews Nnew)- (7)
If the decision of similarity check is “No", page I ¢, can actually

be represented by existing node N;4 of image I;4, so the tuple to be
inserted will be changed to (Npe fores Enews Nia):

G=GU (Nbefore"gnewa Nia)- (®)

3.2 Multi-agent Workflow

The workflow of agent framework could be formalized as a Markov
Decision Process (MDP) [4, 34, 41]. Previous work mainly use a
LLM, such as GPT-4 [29], to structure image text with the help
of additional parsing tools [11, 45], or a separate MLLM [23, 44],
such as GPT-4V [28], to preprocess the image using the Set-of-
Marks strategy [40]. Then the design of the agent workflow is
completed based on the prompt engineering. However, under the
warper paradigm, the long-content poses a challenge to the reason-
ing performance of the model, making the model at risk of being
"lost-in-the-middle" [20].

In this section, we adopt the multi-agent workflow that logically
connects multiple MLLM-based agents with different roles. Each
agent receives different input content and only completes specific
tasks, which alleviates the context processing pressure of the model,
and then spends more efforts on the task reasoning stage. Based
on this architecture proposed before [35], we further introduce the
task decomposition concept into agent group.

Our multi-agent workflow is shown in Figure 3 and it mainly
consists of two key parts: (1) RAG pipeline, which retrieves helpful
guidelines from page graph based on screen status; (2) Multi-agent
group: agents with different roles, i.e., global planning agent, ob-
servation agent, sub-task planning agent and decision agent.

Guidelines Retrieval. The guidelines retrieved from the page
graph are the core mechanism to enhance the generalization capa-
bility of agents in new GUI scenarios. First, we prompt the MLLM
to analyze the current screen status I; and generate a screen state
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description Sj,. Subsequently, Sj, is vectorized to retrieve the top n
most similar nodes NV from page graph G:

SI, = MLLM(I;, Psym), (9)
N = Retrieval(Sy,, G), (10)
where Py, represents the template for screen summary. Then we
extract the action queues Q stored in the outgoing edges & of node

set N. Besides, starting from every outgoing edge &;, we conduct
BFS with [ layers and gather the tasks stored in the explored edges:

T; = BFS(&;, G), (11)

where T; is the gathered achievable tasks from the edge &;. We
combine the action queue and achievable tasks as the guidelines:

GI; = [(leTl)’(QZ’TZ)’-“’(Qk’Tk)]’ (12)

where k is the number of retrieved guidelines. Each tuple (Q;, T;)
donates that the agent could follow the action queue Q; to complete
tasks recorded in set Tj.

Global Planning Agent. 7"% ent 15 used to perform a global
high-level sub-task decomposition of the user’s task Ty, breaking
down the complex task into relatively simple and abstract sub-tasks
(i.e., the global plan). In this way, the guidelines can inspire the
agent to focus on completing the current sub-task. This process
can formulated as:

Ry = Plent (I, Ty). (13)

Observation Agent. Oggen; is responsible for transforming the
pixel information into textual perceptions. It observes the screen
and provides useful visual clues along with a high-level abstract
functional description. In this stage, we introduce the historical
interaction record 7<; from the previous moment to help Oggent
perceive task progress. With user’s task Ty, Oggens can be formu-
lated as:

Ro = Oagent(lt, Tg, T<t), (14)
where 7<; = (Io, ao, I1, a1, ..., Ir—1, ar—1) and a; represents the action
executed at time-step ¢. The goal of the Oggen is to directly provide
explicit screen details to the decision agent Dggens, so that it can
pay more attention in reasoning.

Sub-Task Planning Agent. Pf gen
the current screen state from the global plan Ry, provides a detailed
description of the current task suggestion, and generates a candi-
date action list. Based on screen observation R,, global plan Ry,
retrieved guidelines Gy,, and historical trajectory r<, this process
can be formulated as:

Rs = ngent([fﬁoﬁg’ Gr,» 1<1)- (15)

Decision Agent. Dggens eventually chooses the specific action
to be performed in the current screen state I; from the candidate
action list R via analyzing the previously generated content. The
decision process can be formulated as:

Rq = Dagent(lt, Ro, Rs, GIts T<t). (16)

As shown in Figure 3, when given a screen image I;, RAG
pipeline will summarizes I;, vectorizes[9] the summary to retrieve
similar nodes from page graph G and explore them to generates
guidelines Gy,. Then, Observation Agent Oggen; Wil carefully
perceive the screen status I; and produce detailed description of

; selects a sub-task that matches
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Figure 4: The data distribution of guidelines in AITW dataset.
The x-axis represents the scenario category and the y-axis
represents the number of retrieved guidelines at each step.

the page. Next, Global Planning Agent PaGgent will decouple
user’s global task Ty into several clear, coherent and relatively easy
sub-tasks Rg. Afterwards, Sub-Task Planning Agent Pasgent will
conduct in-depth analysis of the context information, including
Iy, Ro, Rg, Gy, and 1<, and complete the fine-grained plan Rs of
the current sub-task under the help of guidelines Gy, . Finally, the
Decision Agent Dggen: will use Ry, Rs, Gy,, and 7« to generate
the final decision R to predict the action that should be performed
in the current state to advance the task T.

For more details on page graph and multi-agent workflow, please
refer to the Supplementary Material.

4 Experiment
4.1 Experimental Setting

Benchmark Dataset. To assess the navigation ability in both
mobile and website environment, we evaluate our PG-Agent on two
GUI agent datasets: Android in the Wild (AITW) [32], Mind2Web [8]
and GUI Odyssey [22]:

e AITW: The episodes in AITW dataset are collected in Android
mobile phone environment, which are divided into five scenarios:
General, Install, GoogleApps, Single, and WebShopping. We fol-
low the split setting of SeeClick [7]. For simplicity, we randomly
sample 1/10 episodes from training split to construct concise
page graphs based on different scenarios. The specific statistics
are shown in Table 8.

e Mind2Web: Mind2Web dataset contains over 2,000 open-ended
tasks collected from 137 real websites, covering five scenarios:
Entertainment, Travel, Shopping, Service, and Info. Also, we ran-
domly sample episodes from the training set. The benchmark on
Mind2Web is not divided by scenarios, but categorized into cross-
task, cross-website, and cross-domain to test the generalization
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Table 1: Comparison of PG-Agent with different methods on Mind2Web dataset. The best and second-best results in each

column are highlighted in bold font and underlined.

‘ Cross-Task Cross-Website Cross-Domain
Method
‘ Ele.Acc Op.F1 StepSR Ele.Acc Op.F1 StepSR Ele.Acc OpF1 Step SR

MindAct 55.1 75.7 52.0 42.0 65.2 38.9 42.1 66.5 39.6
GPT-4V 46.4 73.4 40.2 38.0 67.8 32.4 42.4 69.3 36.8
Qwen2.5-VL-72B 31.9 84.6 26.2 35.7 80.7 279 32.0 83.2 25.0
OmniParser 42.4 87.6 394 41.0 84.8 36.5 45.5 85.7 42.0
PG-Agent 59.0 84.7 52.9 57.3 81.2 48.7 60.2 84.5 53.3

Table 2: Comparison of PG-Agent with different methods on GUI Odyssey dataset. The best and second-best results in each

column are highlighted in bold font and underlined.

Method ‘ Tool Information Shopping Media Social Multi-Apps ‘ Overall
GeminiProVision | 3.3 4.0 23 43 1.5 3.2 4.9
CogAgent 11.8 15.7 10.7 9.2 11.7 13.1 10.7
GPT-4V 18.8 23.5 20.2 19.2 16.9 13.8 19.0
GPT-40 20.4 20.8 16.3 31.9 15.4 21.3 16.7
Qwen2.5-VL-72B | 46.6 60.0 44.0 32.4 46.1 54.6 42.4
PG-Agent 48.6 61.5 47.2 35.5 46.9 52.6 47.7

ability of the agent. Therefore, the Service and Info scenarios
that only appear at cross-domain test do not have corresponding
page graphs, so we will use the page graphs of other scenarios
during evaluation.

GUI Odyssey: GUI Odyssey dataset is designed to evaluate the
navigation ability of the agent in cross-app tasks. This dataset
contains more than 7,000 episodes with an average of 15+ steps,
including 6 different scenarios from 201 apps. Similarly, we sam-
ple part of training episodes of GUI Odyssey to build page graphs.

The specific statistics of episodes sampling of dataset Mind2Web
and GUI Odyssey are listed in supplementary materials.

Model. In this paper, we adopt BGE-M3 [3] as our vectorization
model and FAISS technique [9] for similarity retrieval. Besides,
we utilize Qwen2.5-VL-72B [2] as our base MLLM considering its
strong ability at understanding GUI screens.

Hyperparameters. According to the statistics of retrieved guide-
lines (GL), as shown in Figure.4, we set the maximum number of
GL (Equation 12) to 20 for AITW dataset. Besides, we set 20 for GUI
Odyssey and 10 for Mind2Web, whose distribution of GL in different
scenarios can be seen in the supplementary materials. Besides, we
set the maximum number of layers [ for BFS to 3 and the number
of retrieved nodes of page similarity search n to 4.

4.2 Main Result

AITW. We follow the setting of AITW to calculate the action match-
ing score as the metric. As shown in Table 3, PG-Agent yields the
best average performance compared to current API-based agents.
Among the scenarios, the action accuracy in GoogleApps is the
most prominent, which exceeds state-of-art result by 13.4%. The
result demonstrates that graph RAG technique can help API-based

agent improve the execution accuracy in scenarios where prior
knowledge is available. For error cases in Single scenario, we find
the length of these episodes is short and the step where the task
is supposed to end has ambiguity, i.e., our agent tends to continue
executing some actions to completely finish the task. We further
analyze this situation in the Supplementary Materials.

Table 3: Comparison of PG-Agent with different methods
on AITW dataset. The best and second-best results in each
column are highlighted in bold font and underlined.

Method ‘ General Install G.Apps Single WebShop. ‘ Overall
ChatGPT-CoT 5.9 44 10.5 9.4 8.4 7.7
PaLM2-CoT - - - - - 39.6
GPT-4V 41.7 42.6 49.8 72.8 45.7 50.5
Qwen25-VL-72B | 359 585 588  50.7 36.6 48.1
OmniParser 483 57.8 51.6 77.4 52.9 57.5
PG-Agent | 51.9 624 650 647 53.7 | 59.5

Mind2Web. In Mind2Web dataset, we calculate element accuracy
(Ele.Acc), operation f1 (Op.F1) and step success rate (Step SR) as
the metrics. Results in Table 1 show that PG-Agent achieves the
optimal performance in both Ele.Acc and Step.SR metric, and the
second-best in Op.F1. Besides, the significant improvements can
be observed in cross-domain split, where we lack for relevant
prior knowledge in Service and Info scenarios. This indicates that
the episodes from other scenarios also provide valuable reference,
which proves the generality of constructed page graph.

GUI Odyssey. For GUI Odyssey, we adhere the original metric
setting [22] . From the results in Table 2, we can observe PG-Agent
produces the best results in most scenarios and surpasses other
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Table 4: Ablation results on Mind2Web. The best and second-best results in each column are highlighted in bold font and
underlined. GL, STP-Agent, D-Agent are the abbreviations of guidelines, sub-task planning agent and decision agent respectively.

‘ Cross-Task Cross-Website Cross-Domain
Method

‘ Ele.Acc OpF1 StepSR Ele.Acc Op.F1 StepSR Ele.Acc OpF1 Step SR
PG-Agent ‘ 59.0 84.7 52.9 57.3 81.2 48.7 60.2 84.5 53.3
w/ GL in D-Agent 58.1 84.0 50.7 57.5 82.0 48.5 59.9 82.7 51.5
w/ GL in STP-Agent 59.4 84.5 52.4 56.9 83.1 48.0 59.5 83.4 52.1
w/o GL 58.9 82.8 50.2 57.6 80.6 47.6 59.4 81.3 50.4

Table 5: Ablation results of guidelines for different actions on Mind2Web. The metric is Op.F1 value, where the best result is
highlighted in bold, and w/o GL means removing the RAG pipeline.

Method ‘ Cross-Task Cross-Website Cross-Domain

‘ CLICK SELECT TYPE CLICK SELECT TYPE CLICK SELECT TYPE
PG-Agent 90.9 31.2 49.5 88.0 47.3 44.0 88.8 47.1 56.3
w/o GL 92.9 29.8 29.6 91.0 40.5 26.0 89.6 40.6 31.7

API-based agents, while only in Multi-Apps scenario it is subop-
timal. This demonstrates that the guidelines retrieved from page
graph cast some insights into unfamiliar scenario for the agent
and actually improve the planning process and execution process
during the navigation.

4.3 Ablation Study

In our PG-Agent, as shown in Figure 3, our graph RAG pipeline
extracts relevant guidelines (GL) from the page graph (Section 3.1)
and acts in the planning stage (Sub-Task Planning Agent) and deci-
sion stage (Decision Agent) respectively. In this section, we use the
control variable method to analyze the impact of GL on PG-Agent.
Specifically, we prompt the retrieved GL to different agents, and
the results are shown in Table 6 and Table 4. It can be seen that on
AITW([32], our PG-Agent achieves the best results, while removing
GL (w/o GL) leads to a general decline in performance.

Table 6: Ablation results on AITW. The best and second-
best results in each column are highlighted in bold font and
underlined. GL, STP-Agent, D-Agent are the abbreviations
of Guidelines, Sub-Task Planning Agent and Decision Agent
respectively.

Method | General Install G.Apps Single WebShop. | Overall
PG-Agent | 519 624 650 647 53.7 | 59.5
w/ GL in D-Agent 50.8 60.5 63.8 66.6 53.4 59.0
W/ GLin STP-Agent | 514 595 628  66.1 52.8 58.5
w/o GL 50.0 59.8 63.4 65.4 52.7 58.3

Meanwhile, introducing GL to different agents also brings per-
formance improvements. Furthermore, we find that the benefits
of introducing GL in the Decision Agent (D-Agent) are greater
than those in the Sub-Task Planning Agent (STP-Agent). The same
results are also observable in Table 4, but in the web navigation

tasks [8], agents have different preferences for GL under different
tasks; for example, in the Cross-Task and Cross-Domain split, in-
troducing GL to STP-Agent is better than D-Agent, but this result
is reversed in the Cross-Website split. We attribute these results
to differences in interaction logic across scenarios and varying
navigation preferences of the base model for different devices.

To further validate GL’s advantages, we conduct a fine-grained
analysis of its impact on each decision step in the Mind2Web[8]
dataset. As shown in Table 5, the introduction of GL greatly im-
proves the Opt.F1 score of the *SELECT’ and *TYPE’ actions. Re-
garding the decrease in performance of the ’CLICK’ action, we
analyze the data and find that the reason is due to the inconsistency
of the labels in the dataset itself; that is, the ’ SELECT’ action has
two label definitions at the same time: 1) two consecutive ’ CLICK’
actions; 2) a single * SELECT’ action. Our PG-Agent tends to choose
more reasonable *SELECT’ actions. However, this can lead to situa-
tions where it is judged as having failed, even when it executes the
correct action. As a result, the Opt.F1 score for the *SELECT’ type
decreases.

4.4 Page Graph Analysis

For publicly available datasets (e.g., AITW, Mind2Web and GUI
Odyssey), there are abundant data of episodes for the construction
of page graphs, but it actually takes substantial costs for data collec-
tion. Therefore, in the previous evaluation, we only sample a small
subset of episodes to build the graph, demonstrating the practicality
of our framework. In this section, we use the full episodes from the
dataset to build the graph and compare the result with Section 4.2.
As shown in Table 7, we find that PG-Agent utilizing full episodes
only yields better performance in specific scenarios, where the
random sampling version remains a competitive accuracy score.
The results indicate that even if there are only limited episodes for
reference, the page graph built from them can still provide effective
guidance for PG-Agent.
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Table 7: The impact of the page graph on PG-Agent constructed with different data of episodes, where random sampling follows
the setting in Section 4.1, while full episodes means we utilize all episodes from the training set.

Data Source ‘ AITW

‘ Mind2Web

‘General Install G.Apps Single WebShop. ‘ Cross-Task Cross-Website Cross-Domain

Random Sampling 51.9 62.4 65.0 64.7
Full Episodes 50.5 59.5 63.2 61.4

53.7 52.9 48.7 53.3
54.6 52.6 50.0 54.0

(a) Install

(b) WebShopping

Figure 5: Examples of page graph visualizations of scenarios in AITW dataset.

Table 8: Statistics of sampled episodes in different scenarios
of dataset AITW and corresponding page graph.

Scenario ‘ # Episodes #Images # Nodes # Edges

General 43 341 132 168
Install 55 538 208 286
G.Apps 24 198 67 93
Single 55 194 92 70
WebShop. 56 712 201 323
Total 231 1983 700 940

To analyze the page graph deeply, we also collect the statistics
of sampled episodes and the page graph. From Table 8, we can
find that the nodes in page graph is much less than the images of
corresponding episodes, suggesting that there are lots of repeated
pages in the same scenario. Meanwhile, the number of edges is also
smaller than the number of actions(usually the same as number
of images), which suggests than some consecutive in-page actions
have been combined at one edge for the simplicity of the graph
structure. More statistics on Mind2Web and GUI Odyssey datasets
are listed in the Supplementary Materials.

Besides, we visualize some page graphs constructed by the episodes
from different scenarios in AITW dataset. As shown in Figure 5,
we can see that the in-degree or out-degree of some nodes in the
graphs is greater than 1, indicating that some similar pages in the
episodes share the same nodes. We also visualize some cases of

©

Figure 6: Cases of original images sharing the same node.

these similar pages in Figure 6, demonstrating the effectiveness the
dual-level similarity check.

5 Conclusion

In this paper, we design an automated pipeline to reconstruct the
discrete chained episodes into the page graph, capturing the com-
plex transition relationships between screen pages. To fully utilize
this prior knowledge as the perceptions of GUI scenarios, we fur-
ther propose a tailored multi-agent framework PG-Agent equipped
with the RAG technology to retrieve perception guidelines from the
graph to improve the planning and execution process. Extensive
experiments on three benchmark datasets illustrate the effective-
ness of PG-Agent powered by page graphs, even when the available
episodes are limited.
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