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Abstract
Blind and visually impaired (BVI) individuals encounter significant
challenges in perceiving the visual content of movies. Audio de-
scriptions (AD) are inserted into speech gaps to describe visual
content and storyline for BVI individuals. However, the processes
of authoring and integrating AD are laborious, involving tasks such
as identifying speech gaps, authoring AD scripts, dubbing, and
integrating them into the movie. To streamline these processes,
we introduce EasyAD, an intelligent tool to automate these pro-
cesses. EasyAD utilizes character recognition technology to identify
speech gaps and utilizes speech synthesis technology for AD dub-
bing. EasyAD addresses the misidentification of the background
music of existing methods, and for the first time applies a multi-
modal large language model in the tool to generate AD. EasyAD is
currently operational at the China Braille Library and we invite 6
AD authors for a user study. The results demonstrate that with the
use of EasyAD, the processing time for a medium-difficulty movie
is reduced by nearly 50%, reducing the workload of AD authors
and accelerating accessible movie production in China. EasyAD
leverages the advantages of AI technologies, especially multimodal
large language models, for accessible movie production and benefits
BVI individuals.
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1 Introduction
"That of all the arts, the most important for us is the cinema."

–Vladimir Lenin
Movies serve as a significant form of art and play a crucial role

in our lives. However, blind and visually impaired (BVI) individuals
encounter significant challenges in perceiving the visual content of
movies. To address this issue, audio descriptions (AD) [18], which
describe visual content and storyline, are integrated into movies at
speech gaps. The Web Content Accessibility Guidelines [9] recom-
mends that AD should be provided for all online videos.

Nevertheless, the process of authoring and integrating AD is
laborious. Authors have to invest considerable effort in identifying
speech gaps, authoring AD scripts, dubbing and editing them into
the movie [25]. Besides, condensing the crucial content for compre-
hension within the limited speech gap also requires advanced skills
from authors.
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To alleviate the workload for authors, various methods and
tools have been proposed by researchers. For instance, tools like
CinAD [5] automate the identification of speech gaps and the gener-
ation of AD by analyzing movie scripts and subtitle files. However,
the challenge arises in obtaining movie scripts and subtitle files
on many occasions. Alternatively, tools like 3PlayMedia [1] and
descript [7] employ speech-to-text recognition, enabling authors to
edit the text for AD creation, which are automatically dubbed and in-
tegrated. Nevertheless, there is a risk of misinterpreting background
music as text. Other tools like CrossA11y [14], which identifies inac-
cessible segments through multimodal model alignment. However,
these segments might not align perfectly with speech gaps. Methods
such as AutoAD [10, 11] initially utilize multimodal large language
models to generate AD, achieving commendable results. However,
these methods have not yet been practically implemented in tools.

China has nearly 20 million BVI individuals [16], but current
tools have technical limitations, especially in Chinese language sup-
port. Without specialized AD tools, the China Braille Library [13]
uses general video editing software like PremierePro [3] and Cap-
Cut [6] for AD production, resulting in only 220 accessible movies
on its website [13] due to the labor-intensive manual process.

To simplify the AD production, this paper introduces EasyAD,
which automates speech detection, dubbing, editing, AD generation.
To overcome the influence of background music, EasyAD employs
character recognition technology to recognize subtitles and further
identify speech gaps. As multimodal large language models have
strong capabilities in video understanding and text generation,
EasyAD applies them in a tool for the first time to generate high-
quality AD. EasyAD utilizes speech synthesis technology to dub
AD, employs FFmpeg to integrate them into the movie, and offers a
user-friendly interface.

EasyAD is currently operational at the China Braille Library
and we evaluated EasyAD in a user study with 6 AD authors. The
result showcases that using EasyAD takes significantly less time
than the previous tool, reduces the workload of AD authors, and
accelerates accessible movie production in China. EasyAD leverages
the advantages of AI technologies, especially multimodal large
language models, for accessible movie production and benefits BVI
individuals.

In summary, we contribute:
• An intelligent tool for authoring and integrating AD into
Movies.

• The first to incorporate multimodal large language model-
based AD generation into an AD auxiliary tool.

• A user study with AD authors from China Braille Library.

2 Related Work
Our work builds upon prior work in audio descriptions auxiliary
tools and methods.

2.1 Audio Description
The accessibility of movies is a long-standing concern in the film
industry [25]. AD are the "art of translating what is seen into what
is heard; conveying visual information through the human voice
and descriptive language" [18], and AD can only be placed dur-
ing speech gaps in movie dialogues to avoid covering the original

conversations [15]. AD have played a crucial role in facilitating
movie access for BVI individuals, and theWeb Content Accessibility
Guidelines [9] recommend the provision of AD for all online videos.
The general processes of creating AD involves reviewing the entire
movie, identifying speech gaps, authoring AD scripts, dubbing, and
editing them into the movie [25].

2.2 Audio Description Generation
Authoring AD is challenging because it involves describing crucial
visual content within a limited length. To address this, researchers
have proposed a series of methods to automatically generate AD [2].
Some methods such as CinAD [5] generate AD by analyzing movie
scripts, but movie scripts are difficult to obtain. Most techniques rely
on a cross-attention framework to align video clips with captions,
demanding substantial labeled data [2, 27]. Leveraging multimodal
large language models, recent approaches such as AutoAD [11]
and AutoADII [10] utilize visual models (e.g., CLIP [22]) for feature
extraction and large language models (e.g., ChatGPT [23]) for AD
generation, addressing training data limitations and enhancing AD
quality. Despite these advancements, multimodal large language
model-based AD generation still has not been integrated into AD
auxiliary tools. In this paper, we are the first to incorporate it into an
AD auxiliary tool, ensuring state-of-the-art technology to benefit
BVI individuals.

2.3 Audio Description Auxiliary Tools
To simplify AD creation, tools like 3PlayMedia [1] and Descript [7]
use speech-to-text for AD dubbing and integration, but still re-
quire manual speech gap detection and often misinterpret back-
ground music. EasyAD addresses these issues by recognizing sub-
titles to avoid the interference of background music. While tools
like CrossA11y [14] detect segments with accessibility issues, they
extend audio tracks unnecessarily and disrupt movie coherence.
CinAD [5] identifies speech gaps via subtitle scripts, but these are
hard to access without production rights. EasyAD solves this by
recognizing on-screen subtitles, identifying speech gaps, and using
multimodal models to generate and synthesize AD, streamlining
the entire process.

3 Audio Description Auxiliary Tool
This section provides an overview of EasyAD, including interface,
usage processes, pipeline, and implementation details.

3.1 Interactive Interface
Figure ?? shows the tool’s interactive interface, featuring the Movie
Pane, Subtitles and AD Pane, and Control Pane. The toolbar allows
authors to create projects, import movies, and integrate dubbed
AD. The Movie Pane displays the movie, enabling subtitle position
adjustments, recognition, and speech gap identification. The Con-
trol Pane shows detection progress and the movie timeline for easy
navigation. The Subtitles and AD Pane displays recognized subti-
tles, speech gap detection results, recommended word counts, and
AD generated by the multimodal model, simplifying the authoring
process.
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Figure 1: EasyAD’s interface.

3.2 Usage Processes
The author can use the toolbar to create a project and import a
movie file. As illustrated in Figure 1, EasyAD automatically detects
subtitle positions, subject to author confirmation and modification.
Detection results in Subtitles and AD Pane present start and end
times, along with text content of subtitles or generated AD. The
author can click on the start or end time of a speech gap to view the
corresponding moment in the movie and edit the AD according to
their understanding. After editing, the author can click the preview
button to preview the dubbed audio of the AD. Upon completion,
the author can integrate the AD into the original movie by clicking
the audio synthesis button in the top-left corner.

3.3 Pipeline of EasyAD
As shown in Figure 2, EasyAD’s pipeline comprises the following
key processes. 1) Select frames to pinpoint the position of subtitles.
2) Recognize subtitles present in the movie. 3) Detect speech gaps
by analyzing the subtitle results. 4) Use a multimodal large language
model to comprehend movie segments and generate AD scripts. 5)
Convert the generated AD scripts to speech and seamlessly inte-
grate them into the movie.

3.4 Implementation Details
The tool uses the PyQt5 [21] framework for the interactive interface.

3.4.1 Subtitle Recognition. In China, almost all movies include
subtitles of speech. To avoid misidentifying background music
when transcribing speech, EasyAD obtains the speech content by
recognizing subtitles. Since the subtitles appear at a fixed position,
to improve the detection effect, at the beginning of recognition,
EasyAD extracts several frames from the movie, detects the text,

Figure 2: The overview of EasyAD. EasyAD utilizes a multi-
modal large language model to extract visual features, uti-
lizes ChatGPT to imagine the picture based on contextual
subtitles, and merges both to generate high-quality AD.

clusters the recognition results, and analyses the subtitle position.
Authors can modify the subtitle position through the interface
and EasyAD will pay more attention to the location area. EasyAD
uses Paddle OCR [19] for text recognition, which is a framework
of Optical Character Recognition (OCR) based on Convolutional
Neural Networks (CNN) and Recurrent Neural Networks (RNN).

3.4.2 Speech Gap Detection. In the subtitle recognition process,
EasyAD extracts data every 5 frames for subtitle recognition and
records the current timestamp. If the subtitle recognition result is
empty, it is identified as the start time of a speech gap. Otherwise,
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it is considered the start of a subtitle. When the subsequent subtitle
recognition result matches the previous one, the end time of the
preceding subtitle or speech gap is extended to the current times-
tamp. Conversely, if the recognition results differ, a new subtitle or
speech gap is initiated.

3.4.3 Audio Description Generation. Multimodal large language
models are trained on vast amounts of data and exhibit excellent
generalization capabilities. When it comes to specific video un-
derstanding tasks, they can effectively utilize information from
multiple modalities simultaneously, generating descriptions that
more accurately capture the video content than previous mod-
els. EasyAD utilizes Video-Chat[12], a multimodal large language
model, to generate a summary description of the speech gap and
adjacent movie segments. Video-Chat is proficient in recognizing
shallow information such as visual elements in videos but encoun-
ters difficulties in understanding deep semantics such as character
actions and storylines, especially when the input video clips are
short in length. As Figure 2 shows, Video-Chat exactly describes
the environment (a room with instruments) and accurately identi-
fies the characters (two men) and the main object (trumpet), but
misunderstands the action of selling trumpet as playing trumpet.
To address this issue, EasyAD utilizes ChatGPT[23] to guess the
plot of the movie by the context dialogues (subtitles) and generate
descriptions with rich semantic information (music store, seller and
buyer, inquires about the sale). Finally, EasyAD merges the two
descriptions together, using deep semantic information to correct
the descriptions generated by Video-Chat and generate AD with
both shallow visual information and deep semantic information.

3.4.4 Text to Speech and Integration. EasyADuses Paddle Speech [20],
which is a framework based on the transformer, for text-to-speech
synthesis. Then this tool uses the video editing framework FFmpeg
to integrate AD into the original movie.

4 User Study
EasyAD has been operational at the China Braille Library for three
months. To evaluate EasyAD in simplifying authoring and integrat-
ing AD, we invite six AD authors from the China Braille Library to
conduct a user study. They all have worked for accessible movie pro-
duction for more than 3 years. They comprise 3 men and 3 women
and their ages range from 28 to 45 years old. The user study involves
both questionnaire investigation and face-to-face interviews. In the
questionnaire investigation, participants are asked to write down
the total and each process time-cost of a medium-difficulty movie
using EasyAD and previous tools. In face-to-face interviews, we ask
them if it is easy to learn and use EasyAD. Then, we inquire about
their feelings regarding automated processes, including their accep-
tance of the time consumption, the accuracy of detecting speech
gaps, the quality of automatically generated AD, and so on. Finally,
we question them about the influence of EasyAD on their daily
work and solicit their opinions and suggestions regarding EasyAD.

The processing time for a medium-difficulty movie is illustrated
in Figure 3. Following the utilization of EasyAD, the total comple-
tion time has been reduced by almost 50%, with an 85% decrease in
speech gaps identification, a 90% reduction in dubbing and editing,
and a 25% decrease in authoring AD. EasyAD increases the speed of

Figure 3: The average completion time (in hours) of authoring
and integrating AD for an accessible movie with medium
processing difficulty.

accessible movie production. In face-to-face interviews, participants
fully affirmed the tool’s contribution to accessible movie production.
They expressed satisfaction with EasyAD’s accuracy and conve-
nience in identifying speech gaps and synthesizing speech. They
praised that they no longer need to expend substantial effort on
the above processes, and with just some clicks, everything is com-
pleted automatically by EasyAD. They said that the AD generated
by EasyAD are impressive, which describe the important visual con-
tent and provide a significant reference for them. They mentioned
that although the automatically generated ADmay lack details such
as facial expressions, it adequately fulfills the basic requirements
of BVI individuals. Consequently, if time is limited, they have the
option to publish directly without modifications, to swiftly release
an accessible movie within 3 hours.

EasyAD has received positive user feedback and relieves AD
authors from arduous tasks. In conclusion, EasyAD significantly
speeds up accessible movie production, benefiting BVI individuals.

5 Conclusion and Future Work
This paper presents EasyAD, an automated tool for identifying
speech gaps, generating, dubbing, and integrating AD. It addresses
background music misidentification and, for the first time, applies
a multimodal language model to produce higher-quality AD. Cur-
rently used at the China Braille Library, EasyAD reduces process-
ing time by nearly 50%, receiving positive feedback. Its goal is
to simplify AD production, fill the gap in China, and benefit BVI
individuals.

Future improvements include further reducing time costs, en-
hancing visual detail in AD, adding speech transcription for movies
without subtitles, and offering multilingual versions to serve BVI
individuals globally.
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