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ABSTRACT
Learning low-dimensional representations for Heterogeneous Infor-
mation Networks (HINs) has drawn increasing attention recently for
its effectiveness in real-world applications. Compared with homoge-
neous information networks, HINs are characterized by meta-paths
connecting different types of nodes with semantic meanings. Exist-
ing methods mainly follow the prototype of independently learning
meta-path-based embeddings and integrating them into a unified
embedding. However, meta-paths in a HIN are inherently correlated
since they reflect different perspectives of the same object. If each
meta-path is treated as an isolated semantic data resource and the
correlations among them are disregarded, sub-optimality in the both
the meta-path based embedding and final embedding will be re-
sulted. To address this issue, we make the first attempt to explicitly
model the correlation among meta-paths by proposing Collaborative
Knowledge Distillation for Heterogeneous Information Network
Embedding (CKD). More specifically, we model the knowledge in
each meta-path with two different granularities: regional knowledge
and global knowledge. We learn the meta-path-based embeddings by
collaboratively distill the knowledge from intra-meta-path and inter-
meta-path simultaneously. Experiments conducted on six real-world
HIN datasets demonstrates the effectiveness of the CKD method.

CCS CONCEPTS
• Computer systems organization → Embedded systems; Redun-
dancy; Robotics; • Networks → Network reliability.
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1 INTRODUCTION
Consisting of multiple types of nodes or edges, Heterogeneous In-
formation Networks (HINs) [34] have been a powerful tool for
modeling complex interactions, including social networks, biblio-
graphic networks and biological networks[3, 17]. With the growth
in network size and structural complexity, capturing the structural
proximity in HINs with low-dimensional node representations is
critical for downstream tasks, which has drawn increasing attention
in both academic and industry communities.

Compared with the homogeneous network with a single type of
nodes and edges, HINs are characterized by the diversified con-
nection patterns among nodes, which are usually represented by
meta-path [34] as ordered sequences of node types and edge types
and nodes are connected by multiple meta-paths with different se-
mantic meanings. Taking the bibliographic network as an example,
a bibliographic network (Figure 1) typically consists of three types
of nodes: author (A), paper (P), and Venue(V). Two authors are
connected by Author-Paper-Author (APA) and Author-Paper-Venue-
Paper-Author (APVPA), which describe the co-author and co-venue
relationships between authors. Most existing HIN embedding meth-
ods [18, 30, 39] generally learn embeddings from each meta-path
independently and fuse them into a unified one as the final output.

Despite effectiveness, we argue that these methods are not sufficient
to yield satisfactory results. Although each meta-path contains spe-
cific semantic meaning of the HIN, they are inherently correlated
since they reflect different perspectives of the same object. For in-
stance, two researchers co-authoring a paper (meta-path APA) tend
to share similar research interests and are more likely to submit
papers to the same venue (meta-path APVPA). The two meta-paths
are obviously correlated and knowledge from one meta-path would
benefit another in learning its embedding. However, the prototype
in existing methods treats each meta-path as an isolated semantic
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Figure 1: Heterogeneous information network and meta-path.

data resource and disregards the relationship among them in learn-
ing meta-path embeddings. Although meta-path embeddings will be
eventually integrated,[9, 32, 47], the insufficiency in the intermediate
results will lead to sub-optimality in the final representation.

Although important, it is challenging to simultaneously preserve both
the semantic meaning for each meta-path and correlations among
different meta-paths, due to their conflicting nature. A straightfor-
ward approach is to align meta-path embeddings by regularization.
But this will homogenize the learned embedding for each meta-path,
hurting the fundamental heterogeneity of the HIN. Inspired by the
recent advances in collaborative knowledge distillation [1, 4, 45], we
propose a novel Collaborative Knowledge Distillation (CKD) frame-
work to explicitly preserve the semantic meaning and the correlation
among meta-paths. Our approach first adopts the graph diffusion and
context sub-graph sampling strategy to address the varying sparsity
issue for different meta-paths. We model the knowledge in each
meta-path with two different granularities named regional knowl-
edge and global knowledge. The knowledge in each meta-path are
collaboratively distilled to enhance each other. Mutual information is
used as the measure to guide the distillation in both intra-meta-path
and inter-meta-path manner for learning a better embedding. Our
major contributions are highlighted as follows:

(1) To the best of our knowledge, we make the first attempt to model
the correlation between meta-paths in HIN embedding with the
collaborative knowledge distillation framework.

(2) By modeling the regional and global knowledge in each meta-
path, our approach can efficiently preserve local and global
pattern in the final embedding by collaborative knowledge distil-
lation in both inter-meta-path and intra-meta-path manner.

(3) Extensive experiments including node classification, link pre-
diction, and ablation studies are conducted on six real-world
HINs, which demonstrates the effectiveness of our proposed
framework.

2 RELATED WORK
Network Representation Learning. Early Network Representa-
tion Learning methods learn node embedding by predicting the
existance of edges [22, 48] or the proximity between nodes [35, 50].
Such methods may suffer from sparsity and scalability issues as
many real-world networks are huge and sparse. Recently, Graph
Neural Networks (GNNs) has been studied by aggregating infor-
mation from neighborhood nodes, such as GCN [21], GraphSAGE
[13], and GAT [37]. Recent models have also learned embedding in
an unsupervised manner using mutual information and contrastive
learning techniques[28, 38]. The methods mentioned above focus
on networks with homogeneous nodes and edges which can not be
naturally adapted to HINs. To learn node representations in HINs,
Metapath2Vec preserves the proximity generated by random walks
guided by meta-paths. HIN2Vec [11], HGT [18], and HAN [39] are
representative Heterogeneous Graph Neural Networks (HGNNs) in
which the heterogeneous networks are projected to homogeneous net-
works where GNNs are applied on. Recently, new efforts have been
made on unsupervised HIN embedding. Among them, HDGI [30]
utilizes the Infomax principles [16] on each meta-path based homo-
geneous graph, mg2vec [44] jointly embeds nodes and meta-graphs
into the same space by exploiting both first-order and second-order
proximity. Despite their success, existing methods have treated the
meta-paths independently while the correlation among meta-paths
can provide valuable insight into the semantic meanings.

Knowledge Distillation. Knowledge distillation was originally pro-
posed by [15], where a complex and powerful model is called as a
teacher model while a lightweight and relatively weaker model is
called as a student model. To further boost the student performance,
various approaches have been studied to align intermediate feature
maps [5, 31, 42] or feature representations from the penultimate
layer [36, 49]. To get rid of pretraining a large teacher model, on-
line knowledge distillation is proposed by simultaneously training a
group of student models, where each student model is encouraged
to distill the knowledge from other peers [1, 4, 45]. Typically, they
dynamically construct a target with higher accuracy to guide the
training of each student, such as simply averaging the predictions
from other peers [1, 45] or adaptively assigning the weights through
self-attention mechanism [4]. To the best of our knowledge, we are
the first attempt to collaboratively integrate the semantic knowl-
edge from different meta-paths in HIN embedding with the idea of
knowledge distillation.

Mutual Information Maximization. Mutual information measures
the dependence among random variables. The conventional estima-
tion of mutual information incurs expensive computational cost and
can not apply on the high dimensional data like images. With the
success of Mutual Information Neural Estimation (MINE) [2], mu-
tual information can be efficiently estimated by training a statistics
network as a classifier to distinguish samples coming from the joint
distribution and the product of marginals of two random variables.
Inspired by MINE, many mutual information estimators [27, 33]
have been proposed and successfully applied on the unsupervised
representation learning.
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3 PRELIMINARIES
In this section, we give some formal definitions and important nota-
tions related to heterogeneous information network embedding.

DEFINITION 1. Heterogeneous Information Network (HIN) is a
type of information network whose vertices or edges are of different
types. A heterogeneous informationn network can be represented as
G = {V,R, E} where V is the set of typed nodes, R is the set of
edge types and E is the set of typed edges.

DEFINITION 2. Meta-path is a sequence of compatible edge types
𝑚 = [𝑟1, 𝑟2, ..., 𝑟𝐿] defined in heterogeneous information network
where 𝑟𝑙 ∈ R is a specific type of edge. Meta-path instance is a
sequence of nodes [𝑣1, 𝑣2, ..., 𝑣𝐿] that follows the connection order
of the meta-path𝑚.

DEFINITION 3. Semantic Space is defined as the homogeneous
information network with single type of nodes, which is extracted by
projecting the HIN G = {V,R, E} with meta-path𝑚.

DEFINITION 4. Heterogeneous Information Network Embedding
aims at learning low-dimensional vector representation ℎ𝑖 ∈ R𝑑
for each node 𝑣𝑖 ∈ V in heterogeneous information network G so
that the proximity between nodes can be preserved in the embedding
space, 𝑑 is the dimension of representation.

4 MODEL
In this section, we propose a novel Collaborative Knowledge Distillation
(CKD) method for heterogeneous information network embedding.
The CKD method consists three major components: semantic con-
text subgraph sampling, heterogeneous knowledge modelling and
collaborative knowledge distillation.

4.1 Semantic Context Subgraph Sampling
The success of Graph Neural Networks (GNNs) has proved the
effectiveness of learning node embedding by aggregating informa-
tion from neighborhood nodes. However, simply applying graph
neural networks on different meta-paths for embedding learning is
insufficient for HINs due to the following reasons:

(1) Sparsity problem. In some meta-paths, the relationship among
nodes may be valuable but sparse. For example, the co-author
relationship is critical for author classification while most au-
thors may only have a limited number of co-authors. The graph
neural networks applied on the meta-path APA can not aggregate
enough information from limited neighborhoods.

(2) Redundancy problem. In some meta-paths, the relationship
among nodes may be abounding but redundant. For example,
each author can be connected to thousands of other authors by
the co-venue relationship, while only a few of them are related.
The graph neural networks applied on the meta-path APVPA
will aggregate noisy information from redundant neighborhood.

Figure 2 illustrates the dataset analysis on three real-world HINs.
The X axis denotes the selected meta-paths in the datasets and
the Y axis denotes the average node degree in the homogeneous
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Figure 2: Data analysis on real-world HINs. The x-axis denotes
the meta-path and y-axis denotes the average degree of nodes in
the semantic space corresponding to the meta-path.

information network corresponding to the meta-path. We can observe
that different meta-path based homogeneous information network
has huge variation in density from same HIN. In the ACM dataset,
the gap is up to 300 times between the node degree of Paper-Term-
Paper(PTP) and Paper-Author-Paper(PAP).

To this end, we utilize graph diffusion [23] technique to smooth
out the neighborhood over the graph corresponding to different
meta-paths. Then we sample a fixed size subgraph that contains suf-
ficient structure information for meta-path based embedding learn-
ing. Given an HIN G = {V, E,R} and meta-path set M, for each
meta-path 𝑚 ∈ M, we first project the HIN into meta-path based
homogeneous network 𝐺𝑚 where 𝐺𝑚

𝑖 𝑗
= 1 if node 𝑣𝑖 and 𝑣 𝑗 are

connected by meta-path 𝑚, otherwise 𝐺𝑚
𝑖 𝑗

= 0. Then we utilize a
generalized graph diffusion named Personalized PageRank (PPR)
[10] to measure the connectivity between nodes in 𝐺𝑚 as follows:

S𝑚 = 𝛼

(
I𝑛 − (1 − 𝛼)D−1/2

𝑚 A𝑚D−1/2
𝑚

)−1
(1)

where S𝑚 ∈ R𝑁×𝑁 is the diffusion matrix, 𝑁 is the number of tar-
get type nodes, A𝑚 ∈ R𝑁×𝑁 is the adjacent matrix of meta-path
based homogeneous network 𝐺𝑚 , D𝑚 is the diagonal matrix with
D𝑚 (𝑖, 𝑖) = ∑

𝑗 A𝑚 (𝑖, 𝑗), and 𝛼 is a parameter which is always set as
0.15. The diffusion matrix S𝑚 has been proved effective in recov-
ering meaningful neighborhoods from noisy graphs [23] which is
essential for overcoming the varying sparsity and redundant problem
of meta-path based homogeneous networks.

Intuitively, nodes are correlated to their regional neighbors while
the distant provide limited information for node embedding learning.
To further improve the efficiency, we propose a semantic context
subgraph sampling strategy to sample the top-𝐾 important neighbors
(including node itself) based on graph diffusion S𝑚 to constitute a
context subgraph 𝐶𝑚

𝑖
for meta-path based node embedding learning,

which can be denoted as:

𝐶𝑚𝑖 = top_rank(S𝑚 (𝑖, :), 𝐾) (2)
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Figure 3: The forward propagation of CKD model and the definition of node embedding, subgraph-level embedding and meta-path-
level embedding.

where 𝐾 is the size of context graph and top_rank function returns
the index of nodes ranked by the similarity. The diffusion matrix S𝑚

can be precomputed before the model training starts and supports
parallel computing so that the model can be applied to graphs that do
not fit into GPU memory. The semantic context subgraph sampling
is easy to parallel and scale to large datasets.

4.2 Heterogeneous Knowledge Modeling
Given the meta-path 𝑚 defined on the HIN G = {V,R, E}, the
HIN can be projected into a homogeneous information network
G𝑚 with semantic meanings. To explicitly distill knowledge for
heterogeneous information network embedding, we first model two
granularity of heterogeneous knowledge in each semantic space
namely regional knowledge and global knowledge.

Given the meta-path based context subgraph 𝐶𝑚
𝑖

centered by node
𝑣𝑖 , the node embedding ℎ𝑖 is learned by aggregating information
from the context nodes in subgraph 𝐶𝑚

𝑖
with Graph Convolutional

Network (GCN) [21]:

H𝑚 =

(
D̃
− 1

2
𝑚 Ã𝑚D̃

− 1
2

𝑚

)
X𝑚W𝑚 (3)

where H𝑚 ∈ R𝑁×𝑑 is the 𝑑-dimensional meta-path based node
embedding, Ã𝑚 = A𝑚 + I is the adjacent matrix of the context
subgraph𝐺𝑚 with added self-connections, D̃𝑚 is the diagonal matrix
corresponding to Ã𝑚 , X𝑚 is the feature matrix, W𝑚 is the trainable
weight matrix for meta-path𝑚. Note that other GNNs such as Graph
Attention Networks [37] can also be applied here.

In each context subgraph 𝐶𝑚
𝑖

, we learn node embedding for both
the centered node 𝑣𝑖 and context node 𝑣 𝑗, 𝑗≠𝑖 . Each node 𝑣 𝑗 ∈ V can
be context node of different center nodes in their context subgraphs
with different local structures and context embeddings. We only use
the centered node embedding ℎ𝑚

𝑖
learned from subgraph 𝐶𝑚

𝑖
for

optimization and downstream tasks.

4.2.1 Regional Knowledge. For each node 𝑣𝑖 ∈ V in the HIN G,
they have personalized connection patterns with neighborhood nodes
which can be reflected by the regional nodes around it. However,

in the semantic space corresponding to different meta-paths, such
connection pattern may vary which is not sufficient for the meta-
path based embedding learning. To address this issue, we model the
regional knowledge in each semantic space as the subgraph-level
embedding around it.

Given the sampled context subgraph 𝐺𝑚
𝑖

centered around node 𝑣𝑖
with meta-path𝑚, subgraph-level embedding 𝑙𝑚

𝑖
, which is obtained

by leveraging a local readout function R𝑙 : R(𝐾)×𝑑 → R𝑑 over the
node embedding learned in each subgraph:

𝑙𝑚𝑖 = R𝑙
(
𝐺𝑚𝑖

)
= 𝜎

©« 1𝐾
𝐾∑
𝑗=1

ℎ𝑚𝑗
ª®¬ (4)

where ℎ𝑚
𝑗

is the context embedding of nodes in context subgraph
𝐺𝑚
𝑖

including both centered node 𝑣𝑖 and other context nodes, 𝜎 (𝑥) =
1/(1 + 𝑒𝑥𝑝 (−𝑥)) is the sigmoid function. Based on the above def-
inition, a good meta-path based node embedding ℎ𝑚

𝑖
is expected

to distill the regional knowledge from both meta-path𝑚 and other
meta-path 𝑚′ ∈ M,𝑚′ ≠ 𝑚 so that the connection pattern can be
well preserved.

4.2.2 Global Knowledge. Although the regional knowledge pro-
vides the local connection pattern of each node, the global connection
pattern of the HIN that shared in all locations can not be preserved.
To address this issue, we define the global knowledge as the meta-
path-level embedding 𝑝𝑚 , which is obtained by leveraging a global
readout function R𝑔 : R𝑁×𝑑 → R𝑑 on the centered node embedding:

𝑝𝑚 = R𝑔
(
𝐻𝑚

)
= 𝜎

(
1
𝑁

𝑁∑
𝑖=1

ℎ𝑚𝑖

)
(5)

where ℎ𝑚
𝑗

is the centered node-level embedding, 𝜎 is the nonlinear
activation function. A good meta-path based node embedding is
expected to distill the global pattern from all meta-paths. Figure
3 illustrates the forward propagation of our CKD model and the
definition of node embedding, subgraph-level embedding and meta-
path-level embedding.
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4.3 Collaborative Knowledge Distillation
Given the heterogeneous knowledge modelled above, a good meta-
path based embedding is expected to distill regional knowledge and
global knowledge from all the meta-path𝑚 ∈ M, which is a typical
collaborative knowledge distillation problem. We utilize Mutual
Information (MI) as the measurement for distillation which has been
widely used to capture non-linear statistical dependencies between
variables.

4.3.1 Intra-meta-path Collaborative Distillation. The intra-meta-
path collaborative distillation aims at simultaneously distill the re-
gional and global knowledge within each meta-path to improve the
node embedding. The distillation is measured by the mutual informa-
tion between the node embedding ℎ𝑚

𝑖
and subgraph-level embedding

𝑙𝑚
𝑖

, meta-path-level embedding 𝑝𝑚 . The objective of intra-meta-path
collaborative distillation is defined as:

L𝑖𝑛𝑡𝑟𝑎 = −
∑
𝑚∈M

©«
|𝑁 |∑
𝑖

(
MI(ℎ𝑚𝑖 , 𝑙

𝑚
𝑖 ) + MI(ℎ𝑚𝑖 , 𝑝

𝑚)
)ª®¬ (6)

where MI is the mutual information estimator which will be intro-
duced later.

4.3.2 Inter-meta-path Collaborative Distillation. The inter-meta-
path collaborative distillation aims at simultaneously distill the re-
gional and global pattern among different meta-paths. We use the
similar way to distill as intra-meta-path collaborative distillation,
while the difference is that embeddings are from different meta-paths.
The objective of inter-meta-path collaborative distillation is defined
as:

L𝑖𝑛𝑡𝑒𝑟 = −
|𝑁 |∑
𝑖

©«
∑
𝑚∈M

∑
𝑛∈M,𝑛≠𝑚

MI(ℎ𝑚𝑖 , 𝑙
𝑛
𝑖 ) + MI(ℎ𝑚𝑖 , 𝑝

𝑛)ª®¬ (7)

4.3.3 Mutual Information Estimation. There are several mutual
information estimators available including Jensen-Shannon diver-
gence (JSD) and InfoNCE [16]. For simplicity, we utilize JSD-based
mutual information estimator which is formulated as:

MI(𝑋,𝑌 ) = EP [−𝑠𝑝 (−𝑓 (𝑥,𝑦))] − EP×P̃ [𝑠𝑝 (𝑓 (𝑥,𝑦))] (8)

where 𝑠𝑝 (𝑥) = 𝑙𝑜𝑔(1 + 𝑒𝑥 ) is the softplus function, P is the distri-
bution of positive samples while P̃ is the distribution of negative
samples.

For regional knowledge, the context subgraph embedding 𝑙𝑚
𝑖

from
all meta-paths 𝑙𝑛

𝑖
, 𝑛 ∈ M are regarded as positive samples, the other

randomly sampled nodes are regarded as negative samples. For
global pattern dependence, the meta-path-level embedding 𝑔𝑚 can
be regarded as positive sample, we follow the strategy of existing
methods that first corrupt the node attributes and then learn meta-
path-level embedding for the corrupted network as negative samples.

4.4 Model Training
The overall objective of our proposed CKD model is a combina-
tion of intra-meta-path and inter-meta-path collaborative knowledge
distillation, which is formulated as:

L = L𝑖𝑛𝑡𝑟𝑎 + L𝑖𝑛𝑡𝑒𝑟 (9)

When the objective is optimized, we get the meta-path based node
embedding ℎ𝑚

𝑖
. The unified embedding is learned by simply sum-

ming up all the meta-path based node embedding:

ℎ𝑖 =
∑
𝑚∈M

ℎ𝑚𝑖 (10)

We adopt the Adam optimizer to minimize the objective and learn
the optimal node embedding in an unsupervised manner.

Algorithm 1 CKD framework

Input: Heterogeneous Information Network G = {V,R, E}, the
number of sampled neighborhood 𝐾 , embedding dimension 𝑑

Output: Node, Subgraph-level and Meta-path-level Embedding
ℎ𝑚
𝑖
, 𝑙𝑚
𝑖
, 𝑝𝑚

1: Sample semantic context subgraph 𝐶𝑚
𝑖

for each node 𝑣𝑖 ∈ V
with graph diffusion.

2: while Not Converged do
3: Forward propagation and define regional and global knowl-

edge defined in Eq 3,4,5.
4: Perform intra-meta-path and inter-meta-path collaborative

knowledge distillation with Eq 6,7.
5: Back propagate and update three embedding with Eq 9,10.
6: end while
7: Return three embedding ℎ𝑚

𝑖
, 𝑙𝑚
𝑖
, 𝑝𝑚 .

5 EXPERIMENTS
In this section, we conduct extensive experiments on six real-world
heterogeneous information networks with respect to node classi-
fication, link prediction and ablation studys. The experiments are
designed to answer the following research questions:

RQ1 Does CKD outperform state-of-the-art methods?

RQ2 Is it beneficial to introduce the collaborative knowledge distil-
lation for HIN embedding?

RQ3 How does the parameter affect the performance?
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5.1 Datasets
We conduct experiments on six real-world HIN datasets named
Pubmed, DBLP, ACM and Freebase[41], which have been widely
used by existing methods. The brief statistics of the datasets are
illustrated in Table 1.

Pubmed. The Pubmed network consists of four types of nodes,
including genes(G), diseases(D), chemicals(C), and species(S). The
links represent the semantic relationships among objects. Each node
in the network is associated with features concerning the words in
the paper. The disease nodes are labeled into 8 unique categories.

DBLP/DBLP2. The DBLP network is a bibliographic network
where nodes represent authors(A), papers(P), venues(V), and phrases(P).
The papers and phrase features are computed by word2vec [26] on
all paper texts. The author and venue features are the aggregations
of the corresponding paper features. The author nodes are labeled
into 4 unique research groups from four research areas.

ACM/ACM2. The ACM network is another bibliographic network
where nodes represent papers(P) and authors(A). The paper notes
are labeled into 3 basic unique classes, including database, wireless
communication, data Mining or 7 smaller classes. The features of
nodes are the Word2Vec [25] based embedding of abstract.

Freebase Freebase was a large collaborative knowledge network
consisting of books(BO), films(F), music(M), sports(S), people(P),
locations(L), organizations(O) and businesses(BU). Since nodes in
the original dataset are not associated with features, we follow the
experimental setting of the existing method [46] and apply Deep-
Walk [29] to generate node feature. The books are labeled into 7
genres of literature.

Table 1: Statistics of the datasets used in the experiments.

Dataset Nodes Edges Features Labels
ACM 10,942 547,872 100 3

ACM2 29,930 61,770 100 7
DBLP 26,128 239,566 200 4

DBLP2 173,988 20,743,972 300 4
Pubmed 63,109 125,167 200 8
Freebase 79,843 498,508 300 7

5.2 Baselines
We compare CKD framework with one classic homogeneous infor-
mation network embedding method and nine state-of-the-art HIN
embedding methods:

DeepWalk [29] performs a random walk on homogeneous network
and then learns the representation of nodes via the Skip-Gram model.
We compare with this method since it is used to generate node
features for some datasets without node attributes.

Metapath2Vec [8] uses meta-path guided random walk to gener-
ate heterogeneous node sequences with rich semantcis. The het-
erogenous skip-gram technique is utilized to preserve the proximity
between nodes.

HIN2Vec [11] carries out multiple relation prediction tasks jointly
to learn the embeddings of nodes and meta-paths in heterogeneous
informaiton networks.

HAN [39] utilizes a hierarchical attention mechanism to capture
both node and semantic importances of meta-paths.

HDGI [30] utilizes the attention mechanism to capture the seman-
tice meaning of meta-paths and preserve the diverse patterns in
heterogeneous informaiton networks by maximizing the local-global
mutual information.

HGT [18] utilizes attention mechanism to calculate different impor-
tance of neighborhood nodes around target nodes and assign weights
during aggregation.

NSHE [46] learns embeddings by preserving pairwise structure and
network schema structure concurrently, the heterogeneity within
HINs is preserved by multi-tasks classifiers.

MAGNN [12] utilizes three components to learn node embedding
named node content transformation, intra-meta-path aggregation and
inter-meta-path aggregation. However, the aggregation is performed
on embedding level which can not model the dependence.

HetGNN [43] preserves the heterogeneity of both graph structures
and node attributes by aggregating node content, neighborhood in-
formation and meta-paths.

HeCo [40] is a co-contrastive learning method for heterogeneous
graph neural networks, which performs contrastive learning on net-
work schema and meta-path views.

For the baseline methods used in our experiment, we use the authors’
open-sourced codes. For models that use meta-paths in modeling,
we choose the popular meta-paths adopted in previous methods and
report the best results. The code and dataset used in our experiments
has been published in Github 1.

5.3 Node Classification
In this subsection, we evaluate the performance of node embedding
with node classification tasks. We follow the experimental setting
of existing unsupervised HIN embedding methods[7, 14, 19] and
first learn the node embedding for target type nodes in an unsu-
pervised manner. After having obtained the node representations,
we randomly sample particular percentage (1/3,1/4,1/5) of labeled
nodes to train a SVM classifier, and the rest of the nodes are used to
test performances. We report the average performances in terms of
both Macro-F1 and Micro-F1 score.The detailed results are shown
in Table 2. To summarize, we have the following observations:

(1) Compared with the baseline methods, our proposed CKD frame-
work achieves better node classification performance in most evalu-
ated datasets. This proves the effectiveness of collaborative knowl-
edge distillation for heterogeneous information network embedding.

(2) In some large scale datasets such as Freebase and DBLP2, meth-
ods like NSHE, MAGNN, HeCo and HetGNN can not scale to such
datasets. However, the porposed CKD framework can scale to such
datasets and achieves comparable performance. This demonstrate

1https://github.com/zhoushengisnoob/CKD

https://github.com/zhoushengisnoob/CKD


Collaborative Knowledge Distillation for Heterogeneous Information Network Embedding WWW ’22, April 25–29, 2022, Virtual Event, Lyon, France

Table 2: Node classification on six real-world HINs. Bold fonts denote the best performance among all methods. ’-’ denotes that the
method can not be run on our hardware settings. Each method has three lines corresponding to 1/3,1/4,1/5 data for training classifier.

Dataset ACM DBLP ACM2 PubMed Freebase DBLP2

Metric Macro-F1 Micro-F1 Macro-F1 Micro-F1 Macro-F1 Micro-F1 Macro-F1 Micro-F1 Macro-F1 Micro-F1 Macro-F1 Micro-F1

89.6±0.0 89.6±0.0 91.3±0.0 91.7±0.0 64.8±0.0 75.9±0.0 15.1±0.0 16.8±0.0 48.9±0.0 60.6±0.0 88.4±0.0 88.3±0.0
DeepWalk 88.8±0.0 88.8±0.0 90.6±0.0 91.0±0.0 64.8±0.0 75.9±0.0 14.7±0.0 16.5±0.0 48.1±0.0 60.1±0.0 88.4±0.0 88.2±0.0

89.8±0.0 89.8±0.0 90.8±0.0 91.2±0.0 64.6±0.0 76.0±0.0 12.9±0.0 15.7±0.0 49.3±0.0 60.8±0.0 88.3±0.0 88.1±0.0
91.3±0.3 91.4±0.3 86.3±1.0 87.0±0.9 38.3±1.2 59.0±1.4 13.7±1.2 15.5±1.0 42.2±0.4 54.7±0.2 87.8±0.3 87.6±0.3

Metapath2Vec 91.7±0.6 91.8±0.6 87.7±1.0 88.3±0.9 38.9±1.1 59.1±1.3 12.4±1.4 14.5±1.2 41.5±1.0 54.6±0.3 88.0±0.2 87.8±0.3
92.0±0.5 92.1±0.5 89.2±0.5 89.4±0.8 38.8±1.1 59.3±1.5 13.2±1.1 15.2±1.1 41.6±0.3 54.9±0.3 87.9±0.2 87.8±0.1
88.5±1.2 88.4±1.3 92.2±0.2 92.5±0.3 23.4±0.6 53.9±0.3 14.8±0.7 18.4±0.5 26.4±0.7 49.3±0.9 86.9±0.4 86.7±0.5

HIN2Vec 89.6±1.8 89.8±1.7 91.9±0.2 92.4±0.2 23.7±0.5 54.9±0.6 14.2±0.5 17.8±0.3 25.9±0.4 49.5±0.7 86.6±0.4 86.8±0.3
89.8±1.6 89.7±1.8 92.5±0.3 93.0±0.2 26.8±0.7 57.4±0.5 14.5±0.8 17.6±0.6 26.0±0.5 49.5±0.8 87.5±0.2 87.3±0.3
90.4±1.2 90.5±1.2 88.0±0.5 88.5±0.5 59.2±0.9 74.5±0.6 35.1±0.5 37.5±0.3 46.5±0.5 60.1±0.6 88.1±0.6 88.1±0.6

HAN 90.7±1.4 90.8±1.3 87.6±0.7 88.1±0.4 58.7±1.1 74.0±0.8 34.3±0.7 37.1±0.5 46.6±1.1 60.9±0.6 87.5±1.3 87.4±1.4
90.5±1.0 90.5±1.0 88.4±0.8 88.9±0.8 59.1±0.8 74.5±0.6 35.0±0.8 38.5±0.6 46.7±0.8 60.9±0.4 88.2±0.7 88.2±0.7
68.8±2.4 68.9±2.1 74.4±1.0 75.9±1.0 31.5±1.2 57.1±1.2 14.9±0.8 20.3±0.6 - - 86.8±0.8 87.0±0.8

HDGI 68.8±2.2 68.4±2.1 74.5±1.2 75.9±1.1 31.7±1.3 57.2±1.2 15.2±0.7 20.5±0.5 - - 87.0±0.9 87.2±0.8
69.8±2.7 69.5±2.8 74.5±1.3 76.0±1.4 31.8±1.4 57.4±1.2 15.4±0.6 20.7±0.4 - - 87.1±0.9 87.2±0.8
89.1±0.4 89.3±0.3 50.8±1.0 50.7±1.2 60.9±1.0 75.4±1.2 19.0±0.5 19.9±0.8 - - 84.1±0.6 84.3±0.6

HGT 89.1±0.5 89.3±0.4 50.9±1.2 51.0±1.1 61.1±1.1 75.7±1.3 20.6±1.9 22.0±1.3 - - 84.2±0.6 84.4±0.7
89.2±0.7 89.3±0.7 52.7±0.7 52.8±0.6 61.3±1.2 75.8±1.3 19.4±2.5 20.7±3.7 - - 84.3±0.9 89.2±0.9
90.3±0.3 90.4±0.2 93.9±0.1 94.1±0.2 62.4±0.6 75.9±0.2 17.1±0.7 22.3±0.9 - - - -

NSHE 90.5±0.2 90.6±0.2 93.8±0.3 94.0±0.3 62.4±0.7 75.9±0.2 17.5±0.8 22.7±0.6 - - - -
89.7±0.3 89.8±0.3 93.9±0.2 94.1±0.2 62.5±0.8 76.1±0.2 17.7±0.8 22.9±1.1 - - - -
85.7±0.2 85.7±0.2 87.9±0.3 88.3±0.4 51.0±0.8 70.8±0.4 34.1±1.2 38.3±0.9 47.1±0.6 60.1±0.3 - -

MAGNN 87.3±0.4 87.3±0.4 87.5±0.5 88.3±0.2 52.1±0.7 67.8±1.1 36.3±0.6 38.9±0.7 47.6±0.3 60.0±0.5 - -
87.9±0.4 88.0±0.4 88.2±0.8 88.9±0.5 53.8±0.6 70.8±0.7 39.4±0.7 42.1±0.8 47.4±0.7 60.4±0.4 - -
71.0±0.2 71.2±0.1 91.5±0.5 91.8±0.6 57.2±0.8 72.9.0±0.5 16.5±0.5 26.1±1.2 - - - -

HeCo 71.2±0.4 71.3±0.3 91.2±0.5 91.4±0.6 56.7±0.9 73.0±0.3 16.8±0.6 25.7±1.1 - - - -
71.3±0.1 71.3±0.1 91.2±0.4 91.5±0.5 57.5±1.1 72.9±0.7 16.9±0.7 25.9±1.0 - - - -
85.7±0.1 85.6±0.1 92.0±0.6 92.3±0.7 - - - - - - - -

HetGNN 86.1±0.1 86.1±0.1 92.3±0.5 92.6±0.5 - - - - - - - -
86.6±0.2 86.7±0.2 92.8±0.6 93.1±0.5 - - - - - - - -
91.9±0.4 91.9±0.4 92.5±0.2 92.8±0.2 69.7±0.5 79.7±0.8 36.8±1.1 39.3±1.6 48.2±0.7 60.5±0.4 90.2±0.3 90.1±0.3

CKD 92.9±0.3 92.9±0.3 92.5±0.4 92.8±0.4 65.6±0.3 77.9±0.1 37.4±0.9 40.1±0.6 49.6±0.4 61.1±0.7 90.4±0.3 90.3±0.3
92.8±0.8 92.7±1.0 92.3±0.4 92.6±0.4 70.4±0.5 80.2±0.6 37.8±1.2 40.4±1.2 48.1±0.8 60.4±0.5 90.2±0.2 90.1±0.1

the advantage of context subgraph sampling designed in the CKD
framework.

(3) An interesting observation is that DeepWalk achieves good per-
formance in the Freebase dataset. This is explainable since we use
embedding generated by DeepWalk as node attributes in Freebase.
The GNN based methods suffer from aggregating redundant infor-
mation from neighborhood nodes.

5.4 Link Prediction
We further evaluate node embedding performance with link predic-
tion, which is another basic application of node embedding[19, 20].
Given a heterogeneous information network, we first generate a
training network by selecting an edge class and randomly removing
a certain fraction (20% in our experiments) of edges from the se-
lected edge class as missing edges. After removing edges, we apply
representation learning models to the resulting sub-network. Then,
to perform the link prediction on the training network, we apply
supervised models to rank node pairs that are more likely to have
missing edges. Table 3 illustrates the results of link prediction, from
which we have the following observations:

Table 3: Performance on the link prediction task on three real-
world datasets. Bold fonts denote the best performance among
all compared methods. ’-’ denotes that the method can not be
run on our hardware settings.

Method \ Data ACM2 DBLP2 PubMed
DeepWalk 0.818 0.789 0.663

Metapath2Vec 0.712 0.915 0.628
HIN2Vec 0.736 0.803 0.649

HAN 0.868 0.711 0.717
HDGI 0.537 0.691 0.594
HGT 0.920 0.868 0.736

NSHE 0.939 - 0.654
MAGNN 0.696 - 0.514

HeCo 0.681 - 0.519
CKD 0.948 0.931 0.735

(1) Similar to node classification task, the CKD framework achieves
better performance than the existing methods in three real-world
HIN datasets. This further demonstrates the effectiveness of CKD
framework in modeling the topology structure in HINs.
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Figure 5: Ablation Study on the link prediction task on three
real-world datasets.
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Figure 6: Parameter Analysis of the CKD framework with re-
spect to the size of context subgraph and dimension of embed-
ding.

(2) Compared with node classification task, the CKD and HGT
method still achieve competitive performance. In contrast, methods
like MAGNN and NSHE failed to do so. This indicates the over-
reliance on structures suffer from the incomplete network structure.

5.5 Ablation Study
In order to verify the effectiveness of the delicate designs in the
proposed CKD framework, we propose variants of CKD as follows:

• CKD-LO is the regional only variant of CKD which only per-
form collaborative distillation on the regional knowledge.

• CKD-GO is the global only variant of CKD which only perform
collaborative distillation on the global knowledge.

• CKD-IO is the intra-meta-path only variant of CKD which only
perform intra-meta-path collaborative knowledge distillation.

Figure 5 illustrates the ablation study on the variants of CKD frame-
work on the link prediction task. We can have the following observa-
tions: The fact that CKD achieves better performance than CKD-LO,
CKD-GO, CKD-IO indicates the necessity of distilling the regional
knowledge and global knowledge in a collaborative distillation man-
ner. Comparing CKD-LO and CKD-GO, we can find that different
HIN datasets has different characteristics on the regional and global
knowledge. This further confirms the effectiveness of distilling the
regional and global knowledge in a unified framework. To conclude,
the ablation study confirms the effectiveness of modules designed in
CKD framework.

5.6 Parameter Analysis
In this section, we investigate the sensitivity of parameters and report
the results of CKD in terms of link prediction on real-world datasets
with different parameters.

Size of Context Subgraphs. In CKD model, a key parameter is
the size of the context subgraph 𝐾 . We vary the context subgraph
size 𝐾 from 5 to 50 and Figure 6-(a) illustrated the experimental
results. We can observe that in smaller datasets like Freebase, ACM,
and Pubmed, the performance is stable when K is larger than 20.
In DBLP, the performance is stable after K is larger than 40. This
is explainable since the DBLP dataset is dense. The small context
subgraph can not sufficiently represent the local structural informa-
tion. Since smaller 𝐾 refers to fewer parameters and faster training,
the CKD framework can achieve good performance with the lowest
computational complexity with context subgraph sampling.

Embedding Dimension. We also evaluate the impact of the embed-
ding dimensions on CKD task by varying the dimension between 25
and 125. As shown in Figure 6-(b), the performance of CKD model
is generally robust when the dimensions are set to around 50, which
is also a typical choice established by previous work on network
embedding.

(a) HetGNN (b) MAGNN (c) HIN2Vec (d) CKD

Figure 7: Node Visualization results on ACM dataset.

5.7 Visualization
Following the experimental setting of existing works[6, 24], we
also perform the network visualization experiments on the ACM
dataset. We first learn a low dimensional representation for each node
and then map those representations into the 2-D space with t-SNE.
Figure 7 shows the results, from which we can observe the proposed
CKD framework are quite clear since most of nodes with same label
(color) are close to each other and nodes with different labels(colors)
are far from each other. This further verifies the effectiveness of the
proposed CKD method.

6 CONCLUSION
In this paper, we propose CKD framework, which is the first attempt
of collaborative knowledge distillation for heterogeneous informa-
tion network embedding. We first model the regional knowledge and
global knowledge in each meta-path, then we collaboratively distill
the knowledge from both the intra-meta-path and inter-meta-path
manner. The mutual information is used as the measure to guide
the distillation process. We conduct extensive experiments on six
real-world HIN datasets and the results demonstrate the effectiveness
of the proposed CKD framework.
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